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Preface

1998 was the first year the Workshop on Formal Approaches to Slavic
Linguistics was held on the West Coast. This volume consists of revised
and edited versions of papers given at the Seventh FASL Workshop at
the University of Washington in Seattle, May 8-10, 1998, and co-
sponsored by the University of Washington and the University of
Oregon.

We are greatly indebted to the people and institutions who helped to
make this West Coast debut possible. Funding was provided by the
following University of Washington units: the Office of the Dean of the
College of Arts and Sciences, the Graduate School, the Humanities Cen-
ter, the Department of Slavic Languages and Literatures, the Department
of Linguistics, and the program in Russian, East European and Central
Asian Studies (REECAS). We thank them all for their generous support.
We particularly wish to thank Karl Kramer, chair of the Department of
Slavic Languages and Literatures, and James West, director of REECAS,
who helped to get the funding ball rolling by establishing the initial
finances.

We would also like to acknowledge the unstinting donation of time
and expertise of colleagues who refereed abstracts for the conference;
they are dedicated and generous in their service to the Slavic linguistics
community. Our thanks go to Leonard Babby, John Bailyn, Christina
Bethin, Loren Billings, Zeljko Boskovié, Wayles Browne, Robert
Channon, Ronald Feldstein, George Fowler, Steven Franks, Lenore
Grenoble, Tracy Holloway King, Masha Polinsky, Ljiljana Progovac,
Catherine Rudin, Jindrich Toman, and Draga Zec. (John Baylin, Loren
Billings, George Fowler, Steven Franks, Tracy Holloway King,
Catherine Rudin, and Jindrich Toman also served as panel chairs.)

A conference cannot be run without a small army of volunteers who
make sure that things actually happen. Jim Augerot and Julie McCalden
served on the organizing committee; Shosh Westen did everything and
anything to keep the conference flowing smoothly. All three were invalu-
able members of the team throughout the entire process from September
till May. David Miles’ administrative savvy made it possible for us to
navigate the budget complexities. Students from the UW Department of



Slavic Languages and Literatures helped run the conference with an out-
standing degree of professionalism and good humor. Special thanks go to
Dowell Eugenio, Laura Kemmer, Don Livingston, Amarilis Lugo Pagan
(now Lugo de Fabritz), Charlie Mills, and Galya Samoukova.

The conference program consisted of twenty-two refereed
presentations and three invited talks. We were greatly honored to have as
invited speakers Johanna Nichols, Barbara Partee, and David Pesetsky
and we thank them for their participation.

The papers in this volume cover East, West, and South Slavic lan-
guages, and focus on topics in the areas of phonology, morphology,
syntax, and discourse. All the papers underwent a rigorous two-step
editing and revision process for content and for format. We are particu-
larly grateful to George Fowler and Andrea McDowell at Slavica
Publishers, whose dedication and commitment to this volume merit very
special mention. These two colleagues selflessly spent many hours copy-
editing and converting the camera-ready texts of the individual papers
into a uniform format. We all owe them a huge debt of gratitude.

We also thank Elizabeth Jean Myers and Jindrich Toman for help in
the production of the volume. We look forward to many more FASL
conferences here in the other half of the U.S., west of the Mississippi.

The Editors,

Katarzyna Dziwirek,

Department of Slavic Languages and Literatures
University of Washington

Seattle, Washington

Herbert Coats

Department of Slavic Languages and Literatures
University of Washington

Seattle, Washington

Cynthia M. Vakareliyska
Department of Linguistics
University of Oregon
Eugene, Oregon



Adjectives in Russian: Primary vs. Secondary Predication

Leonard H. Babby
Princeton University

1.0. Introduction

I have returned to the relation between the long form (LF) and short form
(SF) of the adjective in Russian because recent work in theta, binding,
and predication theory along the lines of Williams 1994 has made it
possible to propose an account that'is more explanatory than the analysis
I proposed in Babby 1973, 1975 (see Bailyn 1994 for a different
approach). This paper will be limited to a strictly syntactic explanation of
the complementarity of LFs and SFs: I argue that they never cooccur in
the same syntactic positions and that sentences like (1a-b) thus have
different syntactic structures.

(1) a. Vino bylo vkusno. ‘The-wine was goodss
b. Vino bylo vkusnoe. ‘The-wine was goods’
c. [vkusnoe / *vkusno vino]np ‘goodig/+sf wine’

I will thus not discuss adjectives whose LF and SF have developed
different lexical meanings, on-going changes involving replacement of
the SF by the LF in dialect and colloquial Russian, or the nominative vs.
instrumental case of the LF in sentences like On vernulsja
vzvolnovannyj,om / vzvolnovannym;,, ‘He returned agitated’ (see Bailyn
and Rubin 1991).

There are two types of predication: (i) Primary predication, where
the adjective’s (A) external theta role is assigned to the projected AP’s
external NP argument, the “dedicated” subject of the sentence; this NP is
assigned no other theta roles (e.g. see (1a)). (ii) Secondary predication,
where an AP’s external theta role is not assigned to a dedicated subject
NP: it is either assigned to an NP that is the argument of a higher
predicate, as in (11a), or is satisfied by vertical binding (see 4.0,
Williams 1994). The differences between modification and predication
are discussed in section 3.0.

Katarzyna Dziwirek, Herbert Coats, and Cynthia M. Vakareliyska, eds. Annual
Workshop on Formal Approaches to Slavic Linguistics: The Seattle Meeting,
1998. Ann Arbor: Michigan Slavic Publications, 1999, 1-16.
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My main hypothesis is that in standard Russian, the SF is the formal
instantiation of primary predication while the LF formally instantiates
secondary predication. More specifically: (i) Both forms of the adjective
have an external theta role to satisfy. (ii) The SF has an external NP-
argument which projects as the sentence’s dedicated subject and is
assigned the predicate AP’s external theta role. (iii) The LF does not
project its own subject NP and, therefore, its external theta role cannot be
satisfied by primary predication. In other words, LFs never have their
own, dedicated subject NPs (including (1b)). If correct, this analysis
constitutes additional evidence for my claim that a predicate’s
subcategorization frame cannot be predicted from its theta grid and is
therefore autonomous (see 4.0; Babby 1998, Boskovié 1997, Odijk
1997).

2.0. Earlier Analysis

My 1973 and 1975 analysis makes three claims: (i) SFs are exclusively
predicate adjectives (subject+copula+SF) while LFs are exclusively
attributive adjectives (AP in NP), even when they appear to be predicate
adjectives, as in (1b). (ii) SFs are never NP constituents while LFs are
always NP-internal. (iii) It was assumed that adjectives are stored in the
lexicon as bare stems (neither LF nor SF): An adjective stem in a NP
receives a case feature, becoming a LF; a stem that is not in a NP does
not receive a case feature and is realized as a SF. Thus the case
distinction in (iii) was construed as deriving from the stem’s syntactic
constituency in (ii).

I argue below that (ii) is wrong. Although it is true that SFs are never
NP constituents in modern Russian and never have a case feature, and
that LFs always have a case feature, it is in fact not true that LFs are
always NP constituents. The claim that LFs are always NP-internal
cannot account for the LF in sentences like (2). (The SF in (2) was
possible in the early XIX century; see Kubik 1982:187, Svedova
1952:119).

(2) On vernulsja domoj golodnyj (*goloden).
‘He returned home hungry:LF.nom (*SF)’
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3.0. Attributive and Predicative Functions of the Adjective

SFs are exclusively predicate adjectives, agreeing with the subject of
their clause in gender and number, but not in case. The copula in (1a),
which is null in the present tense, heads the VP containing the SF, but,
like all auxiliary verbs, it does not affect its complement’s theta-
assigning potential; an auxiliary verb “inherits” its complement’s
external argument. Thus the structure of (1a) can be represented in (3):
the external theta role i of vkusno is transmitted from the AP; headed by
vkusno to the matrix VP; headed by bylo, which does not have its own
theta role to assign; VP; then assigns i to the subject vino by primary
(main clause) predication (i is the index of the external theta role).

(3) [Vino]np; [vpi [vbylo] [ap; vkusno]].

The SF is historically a nominative case form, but was reanalyzed as
caseless when the SF assumed its present-day exclusively predicate
function. This is parallel to the loss of nominative case by SF /-participle
forms when they were reanalyzed as the past tense form of the verb.

LF adjectives have an attributive function, agreeing with the noun
they modify in gender, number, and case (cf. (1c)). Thus it is case that is
responsible for the formal, morphological difference between SFs and
LFs. But, as I argue below, case alone is insufficient to account for the
full range of syntactic differences between SF and LF adjectives.

Sentences like (1b) appear to be a counter-example to the claim that
LFs are always attributive (i.e. NP-internal): the LFs and SFs in (1a-b)
appear to occupy the same postcopular syntactic position. But there is
overwhelming evidence that sentences like (1a) and (1b) have different
structures: While the SF’s structure is given in (3), the evidence is that
“predicate LFs” like (1b) are in fact attributive, i.e., the LF in (1b) is
contained in a predicate nominal NP and modifies a null N head that
refers to and identifies the subject of the sentence. The syntactic structure
for (1b) that I propose is thus (4a), not (4b) (“N” stands for the null head
of NP).

(4) a. Vino [vpbylo [Np N [ap Vkusnoe ]]]
b. *Vino [yp bylo [ap vkusnoe]]
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The structure in (4a) accounts for the semantic function of the
“predicate LF”: the property denoted by the adjective is attributed to the
subject of the sentence with respect to the class of objects the subject
belongs to (see Babby 1975, Stepanov 1981:152). Thus NasSa elka
vysokaja can be glossed as ‘Our fir is a tall one (tall with respect to the
height norm of trees).” Our analysis correctly predicts that nouns that
belong to a class of one will normally not have a LF predicate:
Prostanstvo beskonecno (*beskonecnoe) ‘Space is infinitegs (*an infinite
onejf).” (4a) also explains why, when pronouns like éto ‘this’ and vse
‘everything’ are subjects, only the SF is grammatical.

The head of the predicate nominal can be overt, but, in keeping with
its reduced semantic role, it is pronounced with accelerated tempo,
reduced stress, and must precede the AP, which is why, in the Russian
grammatical tradition, this noun is classified as a “copula word” linking
the subject NP to the “predicate LF” (cf. Tolstoj 1966:181).

(5) Vino, kotoroe my kupili, bylo (vino) vkusnoe.
‘The-wine we bought was (a) good (wine)’

Siegel 1976 identifies N in (4a) as a free variable ranging over common
nouns (cf. (6)).

(6) a. Ona (Zeni¢ina) umnaja. ‘She is (a) smart (woman)’
b. On byl samyj sposobnyj (*on).
‘He was the most capable (one/*he).

I thus claim that the “missing” noun in the predicative use of LFs is
essentially the same phenomenon as in (7); in (8), the null head of the
predicate nominal NP is a trace (paren’ is topicalized).

(7) Xvost poxoZ [pp na [Np N [ap oslinyjy]]].
‘The-tail looks like a donkey’s’

(8) [sParen’ [s ja byl togda [NpltIn [P zdorovyj i sil’nyj]]]]
‘In those days I was a strong and healthy guy’

This predicate nominal analysis of “predicate LFs” requires an
output constraint to ensure that a sentence like *Ona umnyj ‘She is
smart’ is not derived from the structure underlying Ona &elovek umnyj
‘She is a smart person.” This constraint is reminiscent of the “matching
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effects” observed in free relative constructions: The case and category of
the wh-pronoun, which are determined inside the relative clause, must be
appropriate for the position where the relative clause itself appears (see
Izvorski 1997:268; Hirschbuhler 1983).

Another type of evidence that “predicate LFs” are null-headed
predicate nominals comes from the behavior of post-copula adjectives
when the subject is vy ‘you’ (referring to one person)’: SFs, like verbs,
must be in the plural; LFs, like predicate nominals, must be singular (cf.
Vy durak / *duraki ‘You are a foolsg/+p)’); see Babby 1973, 1975; Bailyn
1994. This is exactly the agreement pattern we expect if SFs are main
predicates and LFs are predicate nominals (byt’ + [np N APyg]).

(9 a. LF: Vy (byli) umnaja (*umnyep,).
‘Youp are (werep)) (a) smartsz (Woman)’
b. SF: Vy (byli) umny (*umnag).
‘Youp, are (werep)) smartp)’

Our analysis also accounts for the fact that LFs but not SFs are
required in superlative sentences like (10a): the null head of the predicate
nominal NP in (10b) is construed as identical to the head of the subject
NP.

(10) a. Ego doklad (byl) samyj interesnyj (*interesengs).
‘His report is (was) the most interesting)s (one)’
b. Ego doklad [yp (byl) [Np N [ap samyj interesnyj]]]

Thus the “predicate LF” in (1b) is an attributive adjective. I am thus
claiming that, in the case of “predicate LFs,” it is the predicate nominal
NP (not the attributive AP contained in it) that assigns the subject NP its
theta role (cf. Williams 1994). The LF’s external theta role in (1b) is
satisfied NP-internally by Identification, without regard for the syntactic
function of the NP containing it (see Speas 1990, Napoli 1989 for
discussion of theta-role satisfaction by Identification). By contrast, it is
the external theta role of the SF adjective itself that is assigned to the
subject NP by primary predication when the VP containing it is headed
by an auxiliary verb, which does not itself assign theta roles (see (1a) =
(3)).

This discussion provides the basis for an explicit definition of the
difference between the modification and predication functions of AP;. In
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the case of modification, the external theta role i of AP; is satisfied NP-
internally (by Identification), while in the case of predication, i is
satisfied NP-externallly, i.e., predication is a coindexing relation between
the maximal projections AP; and NP (see Williams 1983). For example,
the a-sentences in (11)-(12) involve predication and the b-sentences
modification. The rest of this paper is concerned with the ways AP; is
satisfied NP-externally, i.e., with secondary and primary predication.

(I1) a. On [yp nalel [Np; komnatu] [5p; pustoj (pustuju)]].
‘He found the-roomyc. emptyjs insvacc’
b. On naSel [Np [Ap pustuju] komnatu].
‘He found the empty)f ,cc roomge.’

(12) a. [apiGolodnyjl, [Np; mal’€ik / on] vernulsja domoj.
‘Hungryif nom, the-boy/heon, returned home’
b. [nplap Golodnyj] mal’¢ik / *on] vernulsja domoj.
“The hungry|f nom boy/*hepom returned home’

4.0. Secondary Predication in Russian: A New Analysis

All the uses of the LF considered in the first three sections were shown to
be NP-internal (modification) and the LF’s external theta theta role was
thus satisfied by Identification.

(13) a. SF:[sNP; [vp; Vcopula AP]]
b. LF:[np N AP;]

However, as noted in section 2, there is evidence that, while LFs always
have case, they are not always NP-internal. This means that: (i) The
source of the LF’s obligatory case feature is not NP-internal case
percolation, as proposed in Babby 1973, 1987, (ii) the LF’s external theta
role is not always satisfied by Indentification.

Sentences like (2), repeated here, are crucial; an additional example
is given in (14).

(2) On vernulsja domoj golodnyj (*goloden).
‘He returned home hungry:LF.nom (*SF)’

(14) Jalezal vjalyj, Cut’ Zivoj.
‘I lay limpjf nom, scarcely alivejf nom’
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The LF in (2) and (14), which is depictive and canonically nominative
(Roberts 1988), cannot be a NP constituent because NPs in this position
must be instrumental, not nominative:

(15) On vernulsja s vojny [oficerom / *oficer]Np:nom-
‘He returned from the-war an-officier;nsy*nom’

Since we cannot account for the nominative case of the adjective in
(2) under the assumption that all LFs are NP-internal, we must now
answer the following questions about (2): What is its syntactic structure?
How is the LF’s external theta role satisfied? How is the LF’s nominative
case accounted for? Why isn’t the SF possible in (2)? Why can’t (4b) be
the structure of (1b)?

My proposal is that golodnyj in (2) is a controlled adjunct (see
Williams 1994), i.e., it is a bare AP; that is adjoined to the matrix VP;
(which has its own external theta role i since the verb heading it is not a
copula); see (16a). The i of AP; is satisfied by being vertically bound by
the external theta role i of the matrix VP;, which is itself assigned to the
matrix subject NP by main-clause predication. Since binding involves
coreference, the matrix subject on is construed as the subject of the
secondary predicate golodnyj as well as the main verb vernulsja (but on
is the dedicated subject only of vernulsja). Note that the vertical-binding
analysis does not need to claim that AP; is the predicate of a “small
clause” with a PRO subject, which, as we see below, makes a number of
wrong predictions. The structure I am proposing for (2) is given in (16a)
(see Babby 1998 for details of vertical binding in Russian):

(16) a. Om; [vp; [vp; vernulsja domoj] [sp; golodnyj]]
b.  *On [vp [vp vernulsja domoj] [Np N [ap golodnyj]]]
c. *On [yvp[vp vernulsja domoj] [s PRO [p golodnyj]]]

The structure in (16a) provides a natural explanation for the
nominative case of AP in sentences like (2): [golodnyj]ap is part of a
coindexing chain anchored by the nominative subject NP. The value of
the LF’s obligatory case feature is determined by agreement with the
closest NP in the chain, which is the nominative subject. I am thus
proposing that the case of secondary-predicate APs in sentences like (2)
is determined in essentially the same way as the case of floating
quantifiers like sam ‘by-one’s self’ and odin ‘alone,” which are also VP-
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adjuncts that agree in case with the subject NP (see Babby 1998, Babby
& Franks 1998 for details). Odin is vertically bound by the higher VP; in
amn:

(17) On; [vpi [vpi Zivet zdes’] [ap; odin]].
‘Henom lives here alonejom’

If the structure of (2) were (16c), golodnyj would agree in case with the
PRO subject of the “small” clause. But there is no evidence that PRO in
Russian is nominative (see Babby 1991, 1998 and Neidle 1988 for
discussion of PRO and its case in Russian).

It is here that we see the crucial difference between my original
proposal and the revision I am proposing: In Babby 1973, 1975, an
adjective stem received case, becoming a LF, by virtue of its syntactic
position (NP-constituency); an adjective stem in a non-case position is
realized morphologically as the caseless SF. This derivation of LF and
SF from an adjective stem in terms of syntactic position, in addition to
being empirically inadequate (cf. (2)), violates the Strong Lexicalist
Hypothesis and basic tenets of the Minimalist Program (Chomsky 1995)
since morphological material is added in the syntax. I am proposing here
that the SF is {stem + gender/number} and the LF is {stem +
gender/number + case} and that the derivation is lexical, not syntactic.
More specifically, LFs and SFs of adjective stems are generated as
complete words (stem+inflection) by lexical rules; selection of the proper
form of the adjective depends on the syntactic environment, i.e., certain
syntactic positions license SFs, others -- LFs. Thus only fully-formed
words can be combined by syntactic rules.

We still do not have an explicit account of all the relevant
morphosyntactic properties of the LF and SF. Most important, I have not
yet offered a principled explanation for why SFs are no longer possible
in sentences like (2): after all, the AP here is not in a case-position and
SFs, like LFs, have an external theta role to discharge. In other words,
why can’t SFs be vertically bound? We also as yet have no explanation
for why (4b) cannot be the correct structure of (1b), i.e., why doesn’t
vkusnoe simply agree in case with the nominative subject vino in the
same way that golodnyj agrees in case with the subject on in (2)? In other
words, why can’t LFs be primary predicates? To answer these
complementary questions we must look at the lexical derivations of the
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LF and SF of the adjective from a common lexical stem and the effects
these derivations have on the adjective stem’s initial argument-structure
representation. '

5.0. The Derivation of SF Adjectives in Modern Russian

The derivations of SF and LF must capture the following generalization:
The SF always involves primary predication; the LF always involves
secondary predication and modification, never primary predication. The
hypothesis that I propose to account for this crucial difference can be
formulated as follows: The SF projects its own subject NP, which
satisfies its external theta role. In other words, what I am calling primary
predication involves satisfying the external theta role i of a predicate X;
by assigning i to an XP- external NP that is itself a projection of X;’s
argument structure; this external NP is the dedicated subject.

The LF never projects a dedicated subject NP, which means that its
external theta role i cannot be satisfied by primary predication; it can be
satisfied by secondary predication and, in cases of modification, by
Identification (which appears to be the NP-internal analogue of vertical
binding). I thus define secondary predication broadly as satisfaction of a
predicate X;'s external theta role i either by vertical binding or by
assigning it to a nondedicated subject, i.e., an NP that is an argument of
and assigned a theta role by a higher predicate (see (11a) and (12a)).
.Sebja is the nondedicated subject of goluju in (18) and is assigned theta
roles by the preposition na and by goluju (see Williams 1994 for
discussion of NPs assigned theta roles by two different predicates).

(18) Ja ne ljublju smotret’ [na sebja goluju / *golojinstlpp
‘I don’t like to-look at myself,cc (When I’'m) nakedif acc’

Since predication always involves coindexation between c-commanding
maximal projections (NP; and XP;), it would seem that the next logical
step is to try to collapse predication theory with binding theory, but space
does not permit me to pursue this any further (see Williams 1983, Napoli
1989).

I assume that the argument structure of a predicate X is represented
in the lexicon as a two-tiered diathesis: the upper tier represents the
predicate’s theta grid and the lower tier its subcategorization frame, each
position of which is linked to the appropriate theta role in the upper tier
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(see (19)). The relative position of each pairing of theta role and
categorial argument encodes a mapping from argument structure to
syntax. The argument to the left of X is its external argument (of which
there can be only one); arguments to the right of X project as the XP-
internal arguments, of which there is a maximum of two. Lexical rules
operate on diatheses, creating derived diatheses. It is only the final
diathesis that projects into the syntax, which ensures that all lexical rules
precede all syntactic rules and that only fully formed words enter into
syntactic derivations. (See Babby 1998 for details.)

The diathetic representation of argument structure just outlined
entails two controversial claims that are crucial for the analysis of
Russian syntax I am proposing: (i) The theta grid and subcategorization
frame are autonomous: neither is predictable in terms of the other. (ii)
Verbs and adjectives in Russian subcategorize for subject (see Babby
1990, where argumentation for external subcategorization is based on
Russian impersonal sentences).

The lexical derivation of a SF from an initial adjective stem is
represented in (19). The internal arguments are left unspecified since
they play no role in the derivation of LF and SF: Just as in the derivation
of nonfinite verbal categories, what is crucial is the lexical rule’s effect
on the external theta role and the external NP it links to in the diathesis
(Babby 1998, Babby and Franks 1998). We see in (19) that the SF suffix
is exclusively inflectional: it supplies the features of gender and number
(not shown here) and, most important, does not affect the base adjective
stem’s argument structure. Thus the SF projects the adjective stem’s
external theta role 6; (or i for short) linked to its external NP argument
(the dedicated subject), which accounts fully for the SF’s syntactic
distribution. The obligatory presence of a dedicated subject automatically
restricts the SF to main clause predication. SFs can combine only with
copula verbs (or verbs functioning as copulas), which, like all auxiliary
verbs, do not assign their own external argument. In other words, the
syntactic distribution of SFs in modern Russian derives from the fact that
a clause cannot contain two predicates both of which project a dedicated
subject. For example, a clause cannot contain two unconjoined SFs for
the same reason that it cannot contain two unconjoined finite forms of
the verb (LFs and SFs can cooccur because the former behave
syntactically like nonfinite forms of the verb; cf. (22)-(24)).
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19 (¢} - 0 -
(19) 1 N 1
NP A- NP [A+afgf]a

The derivation in (19) correctly predicts that sentences like (20) are
ungrammatical. Although the SF’s external theta role i can be satisfied in
this position (by vertical binding), its external NP argument cannot be
realized VP-internally: there is no place to project it. Thus (20) violates
the Projection Principle (cf. (2)). SFs cannot occur NP-internally for the
same reason (cf. (1c)).

(20) *On [vp [vp vernulsja domoj] [goloden] op].
‘He returned home hungry ¢’

The ungrammaticality of (20) shows that the small clause PRO
analysis of controlled AP adjuncts alluded to in (16c) is wrong: (21)
incorrectly predicts that *On vernulsja domoj goloden should be well-
formed since the SFs external theta role and external NP are realized in
the dedicated subject position of the adjectival small clause (the
Projection Principle is not violated here).

(21) *On [yp [vp vernulsja domoj] [s PRO; [ap; goloden]]

Our analysis correctly predicts that two nonattributive adjectives
normally occur in the same clause only if one of them is in the LF, i.e., is
a secondary predicate (see section 6.0):

(22) Nikolaj byl spokoen, uverennyj (*uveren) v tom, &to on skaZet
neobxodimoe.
‘N. was calmgs, (since he was) surejf(+f) that he would say what
was needed’

(23) On prosto p’jan. A p’jannyj (*p’jan) on prekrasen.
‘He’s just drunkgs. And he’s greatsr (When) drunkygysf.’

(24) Ryba tebe doroga byla Zivaja (*Ziva).
‘The fish was valuablegs to you (when it was) alivejg«gs’

Sentences like (25) appear at first glance to constitute a counter-
example to this analysis: the SF can be the complement of the verbal
adverb buduéi ‘being.” The apparent problem is this: it has been
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demonstrated (Babby 1998) that verbal adverbs are bare VP; secondary
predicates; they have no dedicated subject NP.

(25) Bududi goloden/*golodnyj, on otpravilsja domoj.
‘Being hungry,f/+f, he went home’

Actually, (25) is the “exception” that proves the rule. The lexical rule
that derives verbal adverbs from the base verb stem’s diathesis deletes
the verb’s external NP, producing a bare VP; predicate (which is why
verbal adverbs cannot be formed from impersonal (subjectless) verbs and
cannot themselves be primary predicates). Since the copula byt’, like all
auxiliary verbs, is unspecified for an external argument, the external NP
obligatorily deleted in the formation of buduci must have been inherited
from the SF adjective, which is the main predicate of the verbal adverb
phrase.

6.0. The Derivation of LF Adjectives in Modern Russian

The LF is derived from the same base adjectival diathesis that the SF is
(cf. (19) and (26)):

(26) 0 - > 0 -
NP A- - [A+afif]a

Affixation of an LF suffix to the A-stem by the rule in (26) does two
things: (i) it introduces the features of gender, number, and case; (ii) it
deletes A’s external NP argument, leaving the external theta role i intact.
I am thus claiming that the LF adjective heads a bare AP;, i.e., a maximal
projection with an external theta role i, but no external NP argument.
Since the LF has no dedicated subject NP to assign i to, it must serve as
either an attributive adjective (i is satisfied NP-internally) or as a
secondary predicate, i here being satisfied either by vertical binding, as
in (2), or by assignment to a c-commanding NP argument of a higher
predicate, as in (11a), (12a), and (18)).

In addition to case, the formal property that accounts for the diverse
syntactic behavior of SF and LF adjectives is the diathesis’ external NP.
The SF has an external NP and no case feature; the LF has a case feature
and no external NP (both have external theta roles). If this analysis is
correct, the derivation of SF and LF adjectives in Russian (as well as the



ADJECTIVES IN RUSSIAN: PRIMARY VS. SECONDARY PREDICATION 13

derivation of verbal adverbs, participles, and infinitives) provides
evidence supporting the claim that the predicate’s initial diathesis must
specify whether or not it has an external NP argument (cf. Babby 1990,
1998).

The derivation in (26) accounts fully for the LF’s syntactic
distribution: It can occur NP-internally, as in (Ic), and as a VP-internal
controlled adjunct, as in (2), because it has an external theta role, but no
external NP to project. The LF’s diathesis in (26) also provides a
principled explanation for why “predicate LFs” do not have the structure
in (4b) (repeated here as (27a)). The structure in (27a) is ill-formed
because the subject NP vino is unlicensed: bylo inherits its external
argument from the LF, which has an external theta role i, but no external
(dedicated subject) NP. SFs can occur in this environment because they
project both an external theta role and a dedicated subject NP from their
diathesis (see the correct structure of “predicate LFs” in (4a)). Thus the
syntactic complementary distribution of LFs and SFs, which is at the
center of our investigation, is due first and foremost to the fact that SFs
have an external NP in their diathesis while LFs do not; case is
secondary.

(27) a. *Vino; [vp; bylo [ap; vkusnoeg]]
b. Vino; [vp; bylo [ap; vkusnos]]

It is, however, not entirely clear to me whether the fact that kak ‘as’
and slovno ‘as, like’ require the LF is due primarily to the fact that the
LF has case or that it has no external NP:

(28) a. Ona uZe spit kak mertvaja (*mertva).
‘She is already sleeping like (she was) deadjg/xsf’
b. Kbniga byla kak novaja (*nova).
“The-book was like new|f/+¢’

The analysis of LFs and SFs just proposed is convincing because of
the large number of correct predictions it makes. In addition to the ones
presented above, our analysis correctly predicts that a LF and SF cannot
be conjoined: a string of adjectives must normally be homogeneous,
either all LFs or all SFs (cf. Tolstoj 1966: 178). This too follows
automatically from the fact that SFs but not LFs project dedicated
subjects.
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Let us conclude with a brief look at the morphosyntax of active
participles (verbal adjectives) like &itajus¢ij ‘reading,” which have the
following distribution: They are used attributively or as secondary
predicates, but never as main clause predicates (cf. (29)), which is
directly related to the fact that they have LF endings only in modern
Russian. (Passive participles have SFs and LFs and can thus be primary
as well as secondary predicates).

(29) *On byl ¢&itajulddij knigu. ‘He was reading the book,cc’

The derivation of active participles is given in (30): the affix -§¢-
converts the verb stem into an adjective stem (+V -N — +V +N) and the
LF ending is responsible for the deletion of the base verb’s external NP
(cf. (26)); the resulting bare AP;’s external theta role i is satisfied in
precisely the same way the i of LF adjectives is. Thus (29) is ill-formed
for the same reason that the structure in (27a) is: LFs do not project
dedicated subjects.

30) 0, - 0, -
ﬁ
NP V- - [V+3E+LF] A

The bare AP; analysis of active participles just proposed accounts for
the well-formedness of sentences like (31) in an entirely natural way:

(31) Jarasskazal emu pro OI’gu [sp plakav3uju, menja provoZaja)
‘I told him about Olga, who was crying, seeing me off’

The verbal adverb phrase [menja provoZajaly ap;, which is also a bare
XP; (see Babby 1998), is embedded in the active participle phrase AP;
and has the matrix direct object Ol’gu as its understood subject
(antecedent). Although verbal adverbs normally have the matrix subject
~ as its antecedent, (31) is perfectly well-formed for the following reason:
The external theta role i of VAP; is vertically bound by the external theta
role i of the APP;, which is itself satisfied NP-internally by Identification
and thus has Ol’gu, the head of NP, as its antecedent. We thus see the
same chain of coreference at work in (31) that is responsible for
determining the understood subject of golodnyj in (2).

I conclude that adjectives in Russian behave syntactically like
adjectives in most other languages. What sets Russian apart is that it has
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developed special morphology that formally distinguishes primary
predication from the adjective’s other functions.
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Case and Agreement in Slavic Predicates*

John F. Bailyn and Barbara Citko
State University of New York, Stony Brook

0. Introduction

Leading ideas in formal linguistics, following Chomsky 1993, propose
imposing on linguistic descriptions the condition that the morphological
form of all nominals be “checked” in a particular configuration by one of
a limited number of licensing elements. Earlier versions of generative
grammar, such as Chomsky’s 1981 Government and Binding Theory,
limited such requirements to argument NPs. This was known as the Case
Filter. The more restrictive climate of Minimalism forces an extension of
morphological checking to all non-argument nominals as well. In this
article, we focus on nonverbal primary and secondary predicates in
Slavic and analyze the Case forms they exhibit as further instances of
generally accepted Case patterns on arguments.

The purpose of the article is twofold: first, to explain the mechanism
responsible for Case assignment to predicate nominals and second, to
derive language-specific Case forms from the interaction of universal
grammatical principles with language-specific lexical properties. To do
so, we develop a unified analysis of nonverbal predication in Slavic, on
which Case properties of predicates result from independently motivated
checking mechanisms, in line with the Minimalist Program (Chomsky
1993). We argue that the morphology of both adjectival and nominal
predicates follows from two universal principles:

(1) a. Universal A: All NPs (including predicates) require Case but
not Agreement.
b. Universal B: All APs (including predicates) require
Agreement but not Case.

We will see that these universals, in combination with certain lexical
properties, account for a wide range of apparently uncorrelated facts in a

* We would like to thank Len Babby, Wayles Browne, Ed Rubin, Jim Lavine,
and FASL editors for discussion. All mistakes remain our own.

Katarzyna Dziwirek, Herbert Coats, and Cynthia M. Vakareliyska, eds. Annual
Workshop on Formal Approaches to Slavic Linguistics: The Seattle Meeting,
1998. Ann Arbor: Michigan Slavic Publications, 1999, 17-37.
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unified manner. These facts include the availability of Double
Nominative null copula constructions in Russian (but not in Polish), the
availability of Short Form adjectives in Russian (but not in Polish), and
Instrumental Case on Russian adjectival secondary predicates in
argument position (but not in Polish). We also provide a coherent
classification for various lexical items that have defied categorization
(Russian kak and Polish jak, and predicative za in both languages). The
result is a more elegant and theoretically sound description of Case in
Slavic predicates.

1. PredP and Case
1.1. Theoretical Framework

We assume Bowers’ 1993 PredP view of predication (adapted for
Russian in Bailyn and Rubin 1991 and Bailyn 1995a), on which all
predicational structures are headed by a functional projection PredP.
Thus, under the PredP analysis the structure of a small clause (2a) is as
shown in (2b) (adapted from Bowers 1993):

(2) a. Iconsider John a fool.
b. [pl; [preap [t; consider; [yp Johny t; [preap tk Pred®[np a fool]]]]]]
NP/TP\
nom/T'\
T PrP
—— e ——

Spec __Br
I; I Pr VP
1 —————
&_/t' NP V'
1 acC ———
v _BP_
consider I Spec __Pr
Johnj ¢, I Pr NP
t.
! a fool

Under current assumptions, (1a-b) can be restated as (3a-b):



CASE AND AGREEMENT IN SLAVIC PREDICATES 19

(3) a. Universal A: All NPs (including predicates) must have Case
checked in an appropriate configuration.

b. Universal B: All APs (including predicates) must be in an
agreement relation with an appropriate head.

1.2. Structural versus Inherent Case on Predicates

First, let us examine in detail the morphological variations found in
Slavic predicates. In general, Slavic predicates show only two patterns,
either systematic occurrence of Instrumental Case or systematic
occurrence of a Case form found elsewhere in the sentence (usually
Nominative/Accusative) . Consider the following examples:

(4) a. Ja stitaju ego durakom /*duraka (Russian)
I consider him-ACC fool-INSTR /*ACC

‘I consider him a fool.’

b. Ja nalel ego p’janym!
I found him drunk-INSTR
‘I found him drunk.’

(5) a. Uwazam go za glupca /*glupcem (Polish)
I-consider him-ACC as fool-ACC/ *INSTR

‘I consider him (as) a fool.’

b. Znalazlem go pijanego /*pijanym
I-found him-ACC  drunk-ACC/ *INSTR

In (4a-b) we find that Russian secondary predicates, whether arguments
or adjuncts, are marked with Instrumental Case. This is the standard
marking pattern in Russian (Pesetsky 1982, Bailyn 1995a). We will refer
to this pattern as Absolute Case. (5a-b), from Polish, show examples of
a different Case pattern, namely one in which-the secondary predicate is
marked with the same Case as the NP it is coreferenced with, here the
Accusative direct object. We refer to this state of affairs as Relative
Case. Relative Case occurrences, also known in Russian linguistics as
vtorye kosvennye padefi (‘second indirect Cases’), occur with

1 We return below to the possibility of Accusative Case in such Russian
constructions.
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Nominative, Accusative, Dative and Genitive of Negation (see Svedova
1980). The history of the Slavic languages shows Relative Case patterns
giving way to Absolute Case in certain languages and certain
construction types. See Bailyn 1998 for discussion.

The question that arises here is why we find two kinds of Case
patterns in predicate position and why only these two occur.

Under Universal A, whereby NP predicates need Case in the same
way as all other NPs, this puzzle receives a natural explanation. Just as
there are two kinds of Case patterns on arguments, structural (Nom or
Acc) or Inherent (dependent on a particular lexical item), so do we find a
distinction between two kind of Case assignment in NP predicates, which
correlate fairly exactly with traditional notions of Structural Case and
Inherent Case. In the next two sections, we show that Absolute
(Instrumental) Case exemplifies Inherent Case on predicates, whereas
Relative Case exemplifies Structural Case.

1.3. Instrumental Case as Inherent Case

Consider first Instrumental secondary predicates as in (4a-b) above. Our
analysis of Russian secondary predicates is based on Bailyn & Rubin
1991, 1993 in which the Pred® head is shown to be an (inherent)
Instrumental Case assigner, as in (6):

(6) Predicate Instrumental Rule (Russian) (B&R 1991)
Pred? assigns Instrumental Case to its complement

To reconcile this idea with Minimalist assumptions, it is necessary to
consider the broad question of Inherent Case assignment within the
Minimalist Program. Lasnik (1993), Chomsky (1995a), and others plead
agnosticism with regard to the mechanism of Inherent Case checking in
Minimalism, although the tacit assumption appears to be that some
mechanism for Inherent Case assignment or checking in the complement
position remains necessary. In a purely Bare Phrase Structure account,
such as Chomsky (1995b), Collins (1995), or Bowers (1998), such a
device is regarded as independently necessary. We therefore assume the
existence of a process of Check-on-Merge for lexically-required Case
instances (thus explaining the direct association, in non-predicates, of
Inherent Case and theta-role assignment). This is shown in (7):
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(7) Check-on-Merge:
Strong Inherent Case features must be checked at Merge

(7) has several instantiations. The first is standard Inherent Case, as
shown in (8):

(8) Structure for Inherent Case Assignment
VP /PP

I NP

Case Feature checked,
Theta-role assigned

Inherent Case

The second instantiation of (7) involves complements of Pred,
immediately providing a configuration appropriate for the assignment of
Absolute Case, namely Inherent Case assignment by the Pred head. This
is shown in (9):

(9) Structure for Absolute Case Assignment to predicates:
PrP

Pr° NP
R Case A

Feature
checked

Absolute Case

We have seen that the Pred head has Instrumental Case features in
Russian. Given (7), Bailyn & Rubin’s (1991) Rule I (6) is now
formulable in maximally simple terms for Russian, as (10):
(10) Russian Predicate Instrumental Rule:
Pred? has strong Instrumental Case features

Thus Pred carries a strong Instrumental Case feature which must be
checked on Merge with an NP. In (4a), for example, this happens as the
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[+Instr] NP durakom (‘a fool’) merges with the Pred head. Merging an
NP with any other Case features will not lead to checking, causing the
derivation to crash. Any other (later) checking of the Instrumental feature
on Pred will violate Economy.

1.4. The Morphological Pred Rule (MPR)

The question that arises here is what happens in cases where Instrumental
Case does not appear on the secondary predicate, as in (5a-b), a strange
state of affairs given (6). With NPs, this occurs only when the particles
za, jak, kak (‘as’) are present in the construction, as in (5a) or in Russian
sentences like (11):

(11) Ja prinimaju ego za duraka /*durakom (Russian)
I take him-ACC as fool-ACC/ *INSTR
‘I consider him a fool.’

For these cases we propose the following additional generalization:

(12) Morphological Pred Rule (MPR):2
Overt morphology in Pred® absorbs Instrumental Case

In fact, despite the complex interaction of Predicate Instrumental and
Relative Case across Slavic and in the history of Slavic (Nichols 1973,
1981), one fact is remarkably consistent: Instrumental Case never co-
occurs with overt za, kak, or jak in any of the languages at any stage in
their development. This falls out from (12).3 (We return below to the
mechanism involved in checking Relative Case.)

2 Note the inherent similarity between the Morphological Pred Rule and certain
accounts of Accusative Case absorption by passive morphology (Baker &
Roberts 1991).

3 An interesting consequence of (12) is that the strong Instrumental Case feature
can be checked in two ways: either by lexical insertion of an appropriate particle
into the Pred head, or by the Check-on-Merge mechanism given in (7). Such a
view is not unprecedented in the literature. Typically the same feature can be
checked either by Move or by Merge. For example, the [+wh] feature in English
can be checked by Merge with the lexical item whether or by movement into an
appropriate checking position:
(i) I wonder whether John saw Mary.

(ii) I wonder who John saw.
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1.5. The Status of za

Traditional analyses treat the Polish za (‘as’) in (5a) and its Russian
equivalent in (11) as a preposition assigning Accusative Case. Here,
however, we treat za as a Pred head, absorbing the [+Instr] feature, and
crucially not as a preposition that assigns (or checks) Case.# This
difference in possible analyses of za is characterized in (13-14):

(13) a. The PP analysis of za:

uwazam [p..qp 80 [pp za [yp glupca]]]
‘I consider him a fool’
b. The PredP analysis of za:

uwazam [p . 4p 80 [preq’ 22 [Np glupcal ]l
(14) a. The PP analysis of za:5
VP

uwaziam
Pred'’

g (4}
Pred® PP

]
za glupca

4 This, of course, does not mean that za does not have any prepositional uses, as
we see in (i-ii):
(i) za stolem ‘behind the table’
(ii) zakr6la Piasta ‘during the reign of King Piast’
In this article, we are concerned only with za in its predicative usages.
5 Note that both (14a) and (14b) ignore details irrelevant to the difference at

hand, namely the possibility of V raising and raising of the direct object go
(‘him’) into an Accusative case checking relation.



24 JOHN F. BAILYN AND BARBARA CITKO

(14) b. The PredP analysis of za:

VP
\II PredP
uwazam I\|IP Pred'
8o o
Pred NP
I
za glupca

There are four major arguments against the treatment of za as a
preposition (14a) and in favor of the Pred? analysis of za (14b). First,
(14b) allows cross-linguistically valid typological treatment of such
elements as English as, Welsh yn and Slavic za, kak, jak as Pred heads,
as originally motivated by Bowers (1993, 1998). Second, there are
numerous examples in Slavic where we find za not assigning Accusative
in predicate constructions. This is unexpected under the PP analysis. In
particular, our approach allows for Nominative after za, something a
prepositional analysis within Slavic has great difficulty motivating (no
other Slavic prepositions take Nominative Case). Examples of non-
Accusative za constructions are given in (15) (Franks 1995: 29):

(15) a. ¢to eto za kniga?
what that as book-Nom
‘What kind of book is that?’

b. ¢to eéto za knige on obradovalsja ?
what that as book-Dat he enjoyed

‘What kind of book was it that he enjoyed?’

c. ¢to eto za knigoj on uvleksja ?
what that as book-Instr he was.carried.away.with

‘What kind of book was he carried away with?’
For us, Case assignment in (15) results from the mechanism of Relative

Case, described below, and crucially is not limited to Accusative. Third,
za in this usage can be followed by an adjective; prepositions cannot:
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(16) a. Uwazam go za glupiego (Polish)
we consider him-Acc as stupid-Acc
‘We consider him stupid.’
b. *On stoi za duzym
he stands behind big-Instr
‘He stands behind big.’

The fourth and strongest argument against analyzing za as a preposition
comes from semantic considerations. Given the structure in (14a) (the PP
analysis), we expect the predication relation to hold between the object
NP go (‘him’) and the PP za glupca (‘as a fool’). However, the
relationship we are after appears rather to hold between the two NPs,
with za mediating this relationship, which is precisely the function of a
Pred head. Thus the PP analysis encounters various difficulties not found
with our Pred? analysis. We now turn to the mechanism of Relative Case
assignment.

1.6. Agreeing Case as Structural Case

The MPR given in (12) accounts for why we never find Instrumental
Case in structures involving filled Pred. It does not, however, explain
the mechanism of Case assignment (checking) in these structures. We
propose that Relative Case is an instance of Structural Case, which we
assume, following Chomsky 1993, takes place in a Specifier position of
an Agreement projection (AgrO in the case of Accusative and AgrS in
the case of Nominative). Following Koizumi 1995, we claim that
sentences involving more than one occurrence of a given Structural Case
involve multiple Spec configurations:

(17) Multiple specifier configuration (Koizumi 1995: 138)
Xmax

SPEC2 X

SPEC, X

xmn Complement
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By Universal A, predicate NPs need Case to be checked in an appropriate
configuration. Thus in secondary predicates where an NP is marked with
the same structural Case as another NP in the sentence, Case checking
involves a multiple Spec configuration. (18) is the LF-representation of
an ‘agreeing’ secondary predicate structure; X™in is AgrO, Spec-1 is the
raised direct object, and Spec-2 is the raised NP predicate:®

(18)

AgroP Relative Case
= Rarp
1}5 £00 NP; = predicate
Agr' NPj = object

Case
Feature o]
checked Agro vP

checking t: P <€—— small clause

domain o~

t.

1

In this manner, we have reduced the two Case patterns on secondary
predicates in Slavic to the two kinds of Case mechanisms well-known for
arguments, namely Structural and Inherent Case.

2. PredP and Agreement
2.1. Adjectives and Agreement

By Universal B, APs do not need Case, but rather need to be in an
agreement relation with an appropriate head. For attributive APs, this

6 Notice that there is another possible source of Case checking for the NP
secondary predicate, namely the AgrS checking domain that checks the
Nominative Case on the subject. However, any LF movement of the lower
secondary predicate to a position higher than the object-checking AgrO domain
will violate Shortest Move (Chomsky 1995a), and thus cause an Economy
violation. Thus we derive the fact that small clause predicates in languages like
Polish are always marked with the same Case as the closest Argument NP in the
sentence.
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occurs within DP. For predicate APs, however, an agreement relation
with an appropriate head is not available.” Thus consider the small clause
adjectives found in Polish (19a), Serbo-Croatian (19b), and Slovak (19c):

(19) a. Znalaztem go pijanego/ *pijanym (polish)
(pro) found him drunk-ACC/ *INSTR
‘I found him drunk .’
b. Nafao sam ga pijanog / *pijanim (8/C)
found aux-lsg him-ACC drunk-ACC/ *INSTR
‘I found him drunk.’

c. Mat’ ju nala  vyplakani (Slovak)
mother-NOM  her-ACC found crying-ACC

‘Mother found her crying.’ (from Franks 1995)

In all three cases, the adjectives agree in gender, number and Case with
their antecedents. This is now expected in an account where the adjective
checks agreement by moving to form a multiple Spec structure like (18).
Notice that the movement is for agreement purposes, but the result also
requires that the adjective be marked with the appropriate (relative) Case
as in (19a-c). We predict Russian to allow such structures, because
adjectives cannot agree with the Pred head. This is confirmed by the
acceptability of (20), where the adjective undergoes LF raising to agree
with its antecedent, and is not marked with Instrumental Case:8

(20) Masinu  vzveSivali  pustuju. (Russian)
car weighed empty-Acc

‘They weighed the car empty.’

7 We assume that the Complement Checking Domain required for Inherent Case
assignment is not an appropriate agreement domain. This is in accordance with
the well-known generalization that languages do not show any kind of object
agreement with oblique internal arguments.

8 The question may arise for such constructions: what checks the strong Pred
feature in a Predicate adjective construction like (20)? Here we assume, as all
theories must, that Preds selecting AP complements have different features from
those selecting NP complements. In particular, they do not contain a Case
feature of any kind, as part of being Preds selecting adjectives. This is similar to
a transitive verb (want) allowing a CP complement and thus not checking a Case
feature, on most accounts.
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In this respect, our account is superior to Bailyn & Rubin (1991) in that it
not only allows sentences such as (20), which were a problem for that
account, but indeed predicts them to occur, exactly in the case of
adjectives. Furthermore, this account provides a structural difference
between sentence types that are known to differ semantically (Jakobson
1957, Nichols 1981, Smith this volume).

2.2. Russian Instrumental Adjectives

Of course it is well-known that Russian has Instrumentally-marked APs,
implying that our AP/NP distinction does not fully hold:

(21) a. Ja nasel ego p’janym/p’janogo. (Russian)
I found him drunk-INSTR/ACC
‘I found him drunk.’
b. Ja s¢itaju ego glupym/ *glupogo (Russian)

I consider him stupid-INSTR/ *ACC
‘I consider him stupid.’

In the adjunct case (21a), we have already seen the derivation of the
grammatical Relative Case (Accusative) for Polish in (19). (Recall that
Polish does not allow the equivalent of (21a) with Instrumental.) Polish
allows neither of the variants of (21b) without za. Thus neither language
seems to allow Relative Case APs in argument position (without za).
(Presumably this results from some kind of movement constraint.)
However, Russian Instrumental adjectives are fine in such situations,
behaving as if they were NPs needing Case. This is reminiscent of the
well-known paradigm of adjectives in primary predicate constructions,
such as (22):

(22) a. Elka — vysoka (Russian)
fir tall (Short Form)
“The fir is tall.’
b. Elka — vysokaja
fir tall (Long Form)

‘The fir is a tall one.’
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In (22a) we have a Short Form adjective and in (22b) a Long Form
adjective. The behavior of Long Form adjectives in certain agreement
environments where plural agreement is expected has led researchers to
posit a null-NO head in these constructions. (See Babby 1975, Siegel
1976 and Bailyn 1994 for discussion.) Thus the structure of Long Form
adjective morphology is shown in (23):

(23) Elka — [np vysokajal]

Adjectives with Long Form morphology share agreement (and Case)
features with the head noun. Returning to (21a-b) we now see that these
apparent APs are, in fact, NPs with I-heads behaving as all NP secondary
predicates do in Russian. Polish, without the I-head available, has no
such construction.® Only true predicate APs, such as (22a), in fact move
to reach an agreement relation in Russian. Others agree with the nominal
head, which checks Instrumental Case with Pred, passing it along to the
agreeing adjective.!0 Once again, we see that language-specific lexical
properties (the existence of Russian I-N heads) conspires with universal
Case assignment mechanisms to account for the attested forms.

3. Extensions
3.1. Russian Double Nominatives

Given our analysis, the apparently simplest construction, the Russian
Double Nominative, turns out to be one of the most complicated.
Examples are given in (24-25) (The semantics of pairs like (25) are
discussed in detail in Kamynina (1972)):

(24) Ivan —  student / *studentom
Ivan-NOM (is) a.student-NOM / *INSTR

‘Ivan is a student.’

9 Polish has some Short Form adjectives, zdréw (‘healthy’) (Long Form
zdrowy), which are historical remnants. Otherwise, the contrast between Long
and Short Form morphology has been lost in Polish. For discussion, see Bailyn
(1998).

10 There is quite a lot of speaker variation in adjunct cases. See Bailyn (1994,
1998) for discussion of the historical change that lies behind the variability.
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(25) a. Brat byl  uditel’.
brother-NOM was teacher-NOM

‘(My) brother was a teacher (by nature).’

b. Brat byl uditelem’.
brother-NOM was teacher-INSTR

‘(My) brother was a teacher.’ (for a certain period of time)

In (24), the present tense copula is null. In comparing the two instances
of past copula constructions, we see that (25a), (with double Nominative)
differs in interpretation from (25b) (with Instrumental.) This semantic
distinction is captured in various ways in various frameworks. See
Jakobson 1957, Wierzbicka 1980, and Smith (this volume). Wierzbicka
(1980) says that “the Nominative Case is used when the predicate
nominal denotes a property seen as essential and inalienable; the
instrumental case is used when the predicate nominal denotes a property
which is seen as transient and inessential.” (p. 121) Our claim is that this
distinction correlates with a structural distinction, namely that double
Nominative structures involve no secondary predication, and indeed no
VP, thus forcing the predicate NP to raise into a multiple specifier to
check Nominative Case. Indeed, Wierzbicka’s characterization of the
Predicate Instrumental as “instrumental of additional characteristics”
corresponds exactly to our claim that these constructions involve
secondary predication, syntactically.

Thus the structure of (25b), given in (26) on the following page, is no
different from a standard raising verb, such as seems or be in English. In
the case of (24) and (25a), the effects of Russian’s other null-head, the
null copula, comes into play. The existence of double Nominative
sentences in adult speech triggers the opening of a marked state of
affairs, typologically speaking, namely the existence of verbless
sentences, in which primary Pred® may select any lexical category as its
complement. The typological state of affairs is partially captured in (27).
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(26) Structure of (25b):
TP

———

NProm T
T PP _
Spec Pr'
Brat; I P’/jp\

Spec V'
t: ——
i v 5ip @ secondary

— predicate
byl / Spec __Pr__
kaZetsja Pr@ NPinstr
tx I:I '
J N
uCitelem

(27) Primary Predicate Selection Parameter Settings

English Polish Russian
[+v, -n] [+v, #n]] (v, 1n]

This account allows us to eliminate morphologically null verbs from the
grammar of Russian. Thus when the Russian child hears sentences such
as (24), with no [+v] element at all, she can only conclude that primary
Pred? in her language allows selection of a category other than V, V
being always overt. However, such a Pred has a unique set of features for
this category. Crucially, it does not carry any Case features, or there
would be a feature mismatch between it and the T above it, to which it
must raise. Thus no primary Pred® will check Instrumental Case. The
structure of a double Nominative construction is shown in (28).1!

11 In fact, (28) is a partial LF representation because the Nom feature on T is
erased before the LF interface. We leave it in for exposition. However, (28) is an
accurate LF representation in that covert movements are shown and the
categorial features on Pred and its complement NP are in the right checking
relation (for Check on Merge).
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(28) LF Structure of (25a):

In (28) we see that Pred® raises to TO to ensure that the present tense
morphology matches the true Tense marking (as all verbs must do).
Returning to (27), we then predict that this kind of structure should be
possible with Polish adjectives ([+v]), but not Polish NPs, since primary
Pred does not select NPs.12 This accounts for Case possibilities for APs
and NPs in Polish copula constructions:

(29) a. Jan jest glodny / *glodnym
Jan-Nom is  hungry-NOM/*INSTR
‘Jan is hungry.’

(29) b. Jan jest studentem / *student.

Jan-Nom is *studentem-INSTR / -NOM
‘Jan is a student.’

12 An apparent exception involves double Nominatives in Polish in
constructions involving the copula to such as (i):
i) Jan to student.
Jan-NOM COP  student-NOM
‘Jan is a student.’
Clearly, these cases are parallel to the Double Nominative cases of Russian and
involve Polish primary predicates with a [+N] complement, something

apparently licensed by the presence of to. We leave exact characterization of
such constructions to future research.
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(29a) is a primary predicate that takes an AP predicate with a
structure identical to (28) in all relevant respects. Instrumental is
impossible because there is no Instrumental Case assigner in the
structure. A structure like (29a) with a Nominative NP predicate is
impossible because Polish does not allow a [-v] category (NP) as the
primary predicate. (29b), on the other hand, is a case of secondary
predication, identical to (26) in all relevant respects.

3.2. Russian adjectival Case alternations

Interestingly, our analysis of Russian predicts the existence in adjunct
secondary predicates of both Instrumental and Relative Case predicates.
Polish, on the other hand, should allow only Relative (doubled Acc)
marked predicates. This paradigm is repeated in (30):

(30) a. Ja nasel ego p’janym/p’janogo. (Russian)
I found him drunk-INSTR/ACC
‘I found him drunk.’
b. Znalaziem go pijanego / *pijanym (Polish)
I found him-ACC drunk-ACC/ *INSTR
Furthermore, we expect a semantic distinction in the Russian Case to
accompany the Case distinction, as is borne out by traditional

descriptions, such as Jakobson’s (1957) characterization of the
Instrumental as being more peripheral than the Accusative.

3.3 Polish NPs

Given the existence of Russian [-heads determining the difference in AP
predicate-marking, we now strengthen the possibility that Pred’s
Instrumental Case feature is universally strong. Recall that Polish NPs
also show Instrumental Case in argument small clauses:

(31) a. Jan jest studentem / *student (Polish)
Jan is student-INSTR / -*NOM
‘Jan is a student.’

b. MianowaliSmy go prezydentem
nominate him-ACC president-INSTR / *ACC

‘We nominated him (for) president.’
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This is exactly what we expect for secondary predicates, given the strong
Instrumental features on Pred. We are now in position to restate (10),
repeated as (32a), in universal terms:

(32) a. Russian Predicate Instrumental Rule:
Pred? has strong Instrumental Case features
b. Universal Predicate Case Rule:
Pred? has strong (Oblique/Instr) Case features

We have seen that the strong Case features on Pred can be checked either
by its merging with a complement carrying the appropriate feature or by
lexical insertion into the Pred® position. In the latter case, Case on the NP
complement of Pred must be checked in a multiple-spec configuration.
We are thus left with the generalization that @-Pred checks a unique
oblique Case. We leave the question of whether the case checked by Pred
is universally Instrumental to further research. v

4. Conclusion

We have shown in this article how the universal workings of Case and
Agreement, (in particular the separate need for Agreement on the part of
APs and Case on the part of NPs), interact with language specific
morphological idiosyncrasies. In particular, we have seen that the
existence of @-heads combined with the features of functional categories
account for the behavior of predicate nouns and adjectives in Russian and
Polish as well as for two kinds of Case assignment patterns found
generally on [+N] predicates. The existence of the following universals is
strengthened:

Universal A: ALL NPs (including predicates) must have Case
checked in an appropriate configuration.

Universal B: ALL APs (including predicates) must be in an
agreement relation with an appropriate head.

Universal C: Pred? has strong Case features.
The parametric variation between Polish and Russian reduces to

learnable lexical properties, such as the existence of Long and Short
Form adjectives in Russian, the presence of a @-N head in Russian, and
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the selectional possibility of primary predicates taking non-verbal
complements.
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Semantic Types and the Russian Genitive Modifier Construction*

Vladimir Borschev
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Barbara H. Partee
University of Massachusetts, Amherst

1. Introduction

The Russian genitive modifier (GM) construction exemplified in (1)
presents a number of challenges to the development of a formal theory of
the integration of lexical semantics, compositional semantics, and
contextual influences on interpretation.

(1) ljubitel’ koek ‘lover of cats, cat-lover’
rost ¢eloveka ‘height of the/a man’
sled tigra ‘track of the/a tiger’
noZka stola ‘leg of the table, table leg’
krug syra ‘circle (wheel) of cheese’
sobaka doceri ‘the daughter’s dog’

nebo Andreja Bolkonskogo ‘Andrej Bolkonsky’s sky’

The central goal of this paper is to try to account for the diversity of
interpretations on the basis of a uniform compositional semantic
interpretation and its interaction with lexical meaning and context. One
part of the problem is that there are conflicting arguments for classifying
the genitive NP (henceforth GEN NP) as a modifier or as an “argument”

* We are grateful to Eric Komer and other participants at FASL7 for useful
discussion.

This work was supported in part by a grant to the first author from the
Russian Foundation for Basic Research, Project No. 96-06-80315a, and in part
by a grant from the National Academy of Sciences to the second author under
the program for Collaboration in Basic Science and Engineering to host the first
author for collaboration on the project “Towards an Integration of Formal and
Lexical Semantics: Meaning Postulates and Fine-grained Sortal Structures.”
Neither of the sponsoring organizations is responsible for the views expressed.

Katarzyna Dziwirek, Herbert Coats, and Cynthia M. Vakareliyska, eds. Annual
Workshop on Formal Approaches to Slavic Linguistics: The Seattle Meeting,
1998. Ann Arbor: Michigan Slavic Publications, 1999, 39-57.



40 VLADIMIR BORSCHEV AND BARBARA H. PARTEE

of the head noun: we believe that it is possible to combine aspects of
both within a uniform analysis.

On our approach to uniform interpretation, the head N always
expresses a relation, and the GEN NP always specifies one argument of
that relation.! For examples like the first three in (1), this is not very
controversial. But for examples like the last two in (1), with head N's that
do not (normally) express relations, we need to explain where the
“genitive relation” comes from. Sometimes, as in nebo Andreja
Bolkonskogo ‘Andrej Bolkonsky’s sky’, the relation is unclear without a
strong supporting context (such as the description in War and Peace of
the sky seen by the wounded Bolkonsky). In the case of sobaka doceri
‘the daughter’s dog’, the “default” choice of ‘ownership’ or ‘possession’
seems to come from ‘typical preferences’ of the genitive construction
itself.

The first part of our task is to provide the basic compositional
semantics for the construction (the “semantics of the syntax”) in a way
which shows how it is simultaneously “argument-like” and “modifier-
like”, and which accounts for how the construction occurs with both
inherently relational nouns and “plain” (non-relational) nouns. Previous
work on possessive constructions in English and Danish (Partee
1983/1997, Jensen and Vikner 1994, Partee and Borschev, in press) has
debated whether the construction must be split into two constructions
depending on whether the head N is relational or not. We now follow
Jensen and Vikner (ms.1998) in advocating a single rule plus coerced
type-shifting.

The second part of the task is to understand the seemingly non-
uniform contribution of lexical semantics to the interpretation. Much of
the groundwork has been laid in work of Knorina (Knorina 1988, 1996,
Borschev and Knorina 1990), who examined how differences in the fine-
grained semantic sorts of the head N contribute to the determination of
the particular relations that are evoked in the interpretation of the
construction. The notion of semantic sorts, including relational
classification into events and their participants, artifacts and their

' Our unification of the GM construction is less ambitious than Jakobson’s
(1936) unification of the semantics of the genitive overall, but his
characterization of the kinds of meanings of head nouns which occur with the
GM construction is consistent with our calling them all “relational”.
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creators, images and imaged-objects, parts and wholes, etc., was argued
by Knorina to underlie not only many details of the GM interpretation
but also to be an essential part of the lexical semantics of each noun and
to contribute centrally to metaphorical extensions of lexical and
constructional meanings, including that of the GM construction. This
conception of the role of the sortal classification of nouns, discussed in
Borschev and Partee (in press), is also related to the work of Jackendoff
(1997) and Pustejovsky (1995).

The third part of the task is to identify how context interacts with
compositional and lexical semantics, an issue which is not specific to the
Russian GM construction. Context can help to support a “genitive
relation” with a normally non-relational noun, and sometimes a strong
context can even override a lexically given relation: in a discussion of
sculpture, one is likely to interpret ljubovniki Rodena ‘Rodin’s lovers’
using not the inherent “lover-of” relation but the relation of artistic
creations to their creator. Borschev and Partee (1998) propose to
integrate contextual information with lexical and compositional
information in building up the “theory” of a sentence or text simply via
entailments from “axioms” that come from multiple sources. We suggest
there that coercion and the overriding of ‘default’ preferences result from
clashes among information from different sources.

Combining these ingredients, we argue that the unifying principle in
the semantics of the GM construction is that the GEN NP is always of a
semantic type which “looks for” a relational interpretation of the head N;
the diversity of interpretations reflects the diversity of ways in which the
head N may be or may come to be construed as involving a relation. The
lexical semantics may directly or indirectly supply a relation, particularly
through the sortal information concerning the head N. When it does not,
then lexical semantics, background, and contextual information interact
in facilitating a shift or extension of the sense of the head N to an
appropriate relational interpretation.

In Section 2 we discuss problems that face a unified semantics of the
GM construction. In Section 3 we spell out the ingredients of a unified
analysis, including the formal semantics of the GM construction and the
role of semantic sorts of the parts. How the analysis solves the
difficulties described in Section 2 is the subject of Section 4. In Section 5
we show why the “genitive construction with obligatory third term” is
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not an instance of the basic GM construction. In Section 6 we briefly
compare the Russian GM construction with other constructions in
Russian, English, and Hebrew, which have similar “relational”
semantics, and identify open problems for further research.

2. Problems for a Unified Semantics of the GM Construction

In this paper we make the assumption that there is, syntactically, just one
GM construction in Russian (except for the construction discussed in
Section 5). That assumption is controversial.2 Much of the debate
concerning multiple positions for GEN NPs in Russian NPs involves
deverbal nouns with process readings, such as lifenie Anny svobody
(sudom) ‘the deprivation of Anna of her freedom (by the court) (Babby
1997 p.59); we have nothing to say about the important topic of
‘nominalizations’ and use only ‘plain nouns’ in our examples. If there are
in fact two different structural positions for genitives within Russian
NPs, the problems we are concerned with could take a different shape but
would not disappear. We return briefly in Section 6 to the issue of
multiple syntactic positions for GEN NPs and its potential implications
for our analysis.

2 Engelhardt and Trugman (1997) distinguish two positions for GEN NPs: sister
to N, and in Spec,DP, the latter position hosting “subjects” and “possessors”
(plus a third position, adjunct to N-max, for what in sections 2.3 and 5 we call
‘genitives with obligatory third term’). Schoorlemmer (1995) allows just one
structural genitive case position in NPs, sister to N, only with deverbal nouns,
plus a “possessive adjunct” position for all nouns, noting that “possessives can
express an infinite array of relations to the N, including ‘object’”. Relative to
Schoorlemmer’s assumptions, we are working on the problem of the semantics
of the possessive. Babby (1997) distinguishes two positions, sister to N
(‘adnominal genitives’) and sister to N-bar (‘possessive genitives’), both internal
positions, homologous to direct and indirect object positions, and both positions
in which genitive is configurationally assigned but may also be lexically
governed (‘quirky’ genitives). The Russian Academy Grammar (1980) separates
deverbal from plain nouns, and for the latter, distinguishes genitives that are
governed by the head N from genitive adjuncts (primykanie), noting that the
distinction is not always easy to draw.
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Staying neutral on many syntactic details, we will represent the
syntax of the GM construction as in (2).3

) N

N NPGeN

In this section we describe the “fundamental problem” for the
semantics of the GM construction, whose solution will occupy Section 3,
and further problems which will be addressed in Sections 4 and 5.

2.1. The Fundamental Problem

The “fundamental problem” for a unified semantics of the GM
construction is the diversity of the relations expressed by the GM
construction and diversity of their sources. Sometimes the relation is
intrinsic to the semantics of the head N: ljubitel’ ‘lover’; rost ‘height’.
Sometimes the head N is not relational itself but ‘implies’ a relevant
relation; we will refer to such N’s below as “indirectly relational N’s”:
sled ‘track’ implies the relation of ‘created by’, and noZka ‘leg’ implies
the relation “part-of”.4 In other cases, the N is non-relational, a “plain
(sortal) N”, and the relation expressed by the GM construction seems to
come from the context, as noted in the introduction for examples with
nebo ‘sky’ and sobaka ‘dog’. If the relations are so varied and have such
varied sources, how can the construction have a single interpretation?

Supposing that we can find a solution to the fundamental problem,
there are other problems that must be faced.

3 We use N as a cover term for both lexical NO and non-maximal N-bar
(Montague’s CN and CNP) and NP as a cover term for both NMAX and DP,
staying neutral on the obligatoriness of D in Russian. The structure in (2) is
therefore neutral between Babby’s two structures and between Schoorlemmer’s
two structures, but not between the two structures proposed by Engelhardt and
Trugman. The top N node in (2) could be dominated by NP or DP with or
without the addition of further modifiers or determiners. Semantic types will be
discussed in Section 3.

4 In fact both of these might be argued to be inherently relational; the line is not
sharp and criteria are debated. We are aiming for an approach on which
‘relationality’ can be a matter of degree in spite of the discreteness of the
semantic types involved.
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2.2, Genitive NPs: Referential Arguments or Descriptive Modifiers?

The GEN NP may be a normal referential NP or may have a ‘generic’
interpretation. Compare the examples (3a-b) and (3c-d).

(3) a. ljubovnik Masi ‘Mary’s lover’
b. ljubitel’ kosek ‘cat-lover’
c. sledy tigra ‘tracks of a/the tiger’
d. sledy tigrov ‘tracks of some/the tigers; tiger tracks’

Partially correlated with that difference, sometimes the GEN NP
seems primarily to be serving as an argument of a relation in terms of
which the head N is characterized, as in (3a,c) and one reading of (3d),
and other times it seems to serve as a descriptive or qualitative modifier
instead, as in (3b) and the other reading of (3d). The expression in (3d)
can function as an answer to “Whose tracks are those?”, but (3d) can also
be understood as an answer to “What kind of tracks are those?”. From an
English-speaking perspective, the two meanings of (3d) are very
different kinds of meanings, suggesting that they might exemplify two
different GM constructions in Russian. So another challenge is to explain
this “ambiguity” within the bounds of a unified semantics for a single
GM construction.

The Academy Grammar (Russkaja Grammatika 1980) discusses this
problem and proposes a unifying perspective with which we agree. They
note that when a relational noun has a dependent, the dependent may
serve as an argument of the head noun’s relation, but at the same time
there is always a clear element of modification of the head noun in the
resulting interpretation. We view our uniform interpretation of the GM
construction as consistent with the Academy Grammar’s insight, and we
will account for these “two interpretations” of the construction on the
basis of the difference between referential and generic interpretations of
GEN NPs occurring in the construction.

2.3. The “Genitive Construction with Obligatory Third Term”

A further problem which we include in order to indicate the limits of a
unified analysis is whether the “genitive construction with obligatory
third term” in (4) can also be assimilated within a unified analysis of the
GM construction.
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(4) a. galstuk krasnogo cveta ‘necktie of (a) red color’
b. *galstuk cveta ‘necktie of (a) color’

The argument we offer in Section 5 for treating this as a separate
construction helps to show what unites the ordinary GM construction.

3. A Unified Analysis of the Russian GM Construction

For the fundamental problem of providing a unified semantics for a
construction whose meanings seem so diverse, the Russian GM
construction is similar to the possessive construction in English and in
Danish, discussed and debated in Partee (1983/1997), Jensen and Vikner
(1994, ms. 1998), Partee and Borschev (in press). Partee (1983/1997)
proposed two distinct rules for English possessives, one for relational
head Ns (John’s brother) and one for sortal head Ns (John's team).
Jensen and Vikner proposed a single rule, with a mechanism for “lexical
coercion” of some sortal Ns to relational meanings, but leaving
possessives with “contextually given relations” to an unspecified
separate mechanism.

Partee and Borschev (in press) discuss the problem of choosing
between these empirically almost equivalent approaches. There we
propose extensions to Jensen and Vikner’s coercion approach to cover
also the “contextual” cases, and point to a need for more fine-grained
coercion principles to cover phenomena involving the relational adjective
favorite and the difference in “most likely relation” in the interpretation
of examples like John’s movie and John's favorite movie. The paper
concludes in favor of the extended version of Jensen and Vikner’s
approach, the most critical argument coming from examples like Mary’s
former mansion:3 a compositional semantics should be able to account
for two possible interpretations, one on which some “former mansion” is
“Mary’s”, and another on which the referent was formerly “Mary’s
mansion”; Partee’s analysis generates only the former reading, while
Jensen and Vikner’s approach can in principle account for both.

The uniform-genitive approach, extended as suggested above, is
further developed in Jensen and Vikner (ms. 1998); in Borschev and

5 This type of example was suggested to us by Norvin Richards (p.c.). For the
full argument, see Partee and Borschev (in press).
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Partee (in press), we apply it to the Russian GM construction. The main
features of the resulting unified analysis are as follows.

With the genitive construction, the head N or N-bar is always
construed relationally, as being of type <e,<g,t>>;6 this is the heart of the
unified interpretation. But it is to be emphasized that relational Ns are
still Ns; both simple and relational Ns characterize the entities filling
their “referential role” as belonging to a certain “sort”. Relational Ns
differ from simple sortal Ns in having an additional argument place; they
describe their referents not only (and sometimes not primarily) as being
of a certain “sort” but as standing in a certain relation to some other
entity or entities. Using “Thing” as a place-holder for a sortal property
and “Related-to” as a place-holder for a relation, the basic scheme of the
interpretation of a simple sortal N is as in (5a), and that of a relational N
as in (5b).

(5) a. x[Thing(x)]
b. y x[Thing(x) & Related-to-y (x)]

For different relational nouns, and for whole families of relational
nouns of different sorts, there are different distributions of lexical
information concerning the “sortal part” and the “relational part” of their
meaning, including important differences about how much is explicit in
the lexicon and how much often comes from stereotypically associated
information or from the context. We illustrate these remarks briefly here;
more detailed treatment of some particular examples can be found in
Borschev and Partee (in press).

A basic sortal N, type <g,t>, has a referential role and a
characterizing property. In (6) below, the referential role is filled by x,
and the characterizing property is indicated as noZka.

(6) nozka in type <e,t> x[noZka(x)]
3 lcg9

6 We follow standard type theory, with basic types e (entity) and ¢ (truth value);
the only types crucial for this paper are the types of sortal (plain, non-relational)
N, <g,t>, and relational N, <<e,<g,t>>. In types for nouns we adapt the notation
of Williams (1981) in underlining the “referential role” position, his name for
the O-role of what he identified as the ‘external argument’ of the noun (the R
role of Babby 1997).
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A relational N’s referential role is characterized as one term of a
relation. We can represent a directly relational N as in (7a) (the more
“standard” representation) or, following the schema of (5b), as in (7b); an
indirectly relational N is represented as in (7c).

(7) a. ljubitel’ in type <e,<e,t>>: AyAx[ljubitel’(y)(x)]

‘lover’

b. ljubitel’ <e,<gt>>: AyAx[person(x) & ljubitel’-of-y (x)]
‘lover’

c. nozka in type <e,<g,t>>: AyAx[noZka(x) & Part-of-y (x)]
6|eg’

The whole GM construction then picks out an entity or entities (of a
sort determined by the head N), described as standing in a certain relation
to some other entity or entities denoted by the GEN NP. The semantic
“sort” of the head N often dictates a “most easily available” choice of
relation, as discussed in Knorina (1988), Borschev and Knorina (1990),
Pustejovsky (1995). Thus the classification of noZka as a ‘furniture part’
makes the relation ‘Part of” saliently accessible.

In the cases where context contributes a salient relation, like the nebo
case discussed earlier, we take the context to be locally enriching the
normal dictionary ‘theory’ of nebo; this is our way of integrating the
“contextual relation” cases into Jensen and Vikner’s approach on which
the head N is always the locus of the relation in the GM construction. So
we represent the nebo example as in (8).

(8) nebo in type <e,<g,t>>: AyAx[nebo(x) & seen-by-y (x)]

The rule for interpreting a GEN NP is simple and uniform, as
illustrated in (9):

(9) GEN NP interpretation: stola: AR[R(stol)]”

The resulting GEN NP meaning is partly modifier-like and partly
argument-like: it is modifier-like in that it combines with an N meaning

7 Here we are making a simplification in not distinguishing between the N stol
‘table’, of type <e,t>, and the full NP stol ‘the/a table’ of type e. In this context
stol should be understood as of type e. This issue is discussed briefly in Section
4.
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to give a new N meaning, but it is not a normal endocentric modifier,
since it combines with an N meaning of type <e,<g,t>> to give a new N
meaning of type <g,t>. And it does this by “filling in” the internal
argument role of the relational N meaning with the value of the NP in the
GEN NP8

The rule for combining a GEN NP with a relational N is just
function-argument application. The application of the GEN NP stola (see
(9)) to the relational N nozka (see (7c)) is as shown in (10).

(10) AR[R(stol)]( AyAx[noZka(x) & Part-of-y (x)])
= AyAx[noZka(x) & Part-of-y (x)] (stol)
= Ax[noZka(x) & Part-of-stol (x)]

The formulas given above are rather schematic; more discussion of
the compositional semantics is found in Partee and Borschev (in press)
and of the role of semantic sorts of nouns in predicting natural shifts to
relational meanings in Borschev and Partee (in press).?

4. The Effects of Referential and Generic GEN NPs

In Section 2.2 we noted that the GEN NP is sometimes referential,
leading to an interpretation involving a relation between particulars
(sledy tigra ‘tracks of a/the tiger’, ljubovnik Masi ‘Mary’s lover’), but
sometimes “generic”, as in sledy tigrov ‘tiger tracks’, ljubitel’ koSek ‘cat-
lover’. As illustrated in the English glosses, these two kinds of
interpretations are often expressed with two different syntactic
constructions in English: the possessive construction for “relation to a
particular”, and noun-noun compounds to express “relation to a kind”.
We noted that this presents another problem for the thesis that the
Russian genitive construction can be given a unified semantics.

8 This analysis, which was proposed for genitives with relational Ns in Partee
(1983/1997) and generalized by J&V, is similar to the analysis of verb-
modifying adverbs of McConnell-Ginet (1982): she takes such adverbs as
expanding the valency of the verb by one it necessary and then filling in a value
for that valency role. A similar proposal was made by De Hoop (1995) for
‘demoting’ certain weak NP objects to the status of ‘detransitivizing modifiers.’.
9 A remaining problem requiring further work is the “splitting” of noun
meanings into “lexical” and “abstract” symbols of a semantic metalanguage (for
instance, the word noZka into symbols noZka and Part).
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In fact, if one started from the corresponding English glosses, the
question would seem to be even deeper, since the English genitive
construction clearly involves a full NP (or DP; see footnote 2) in the
genitive, whereas the noun-noun compound construction involves just an
N as modifier, not a full NP. And that syntactic difference provides a
natural account of the mentioned semantic difference between the two
constructions, since only a full NP can be referential, while an N has as
its intension a “property” or “kind” or “sort”, the kind of meaning which
is suited to “generic” rather than referential interpretation. So it might
even be imagined that we actually have two different constructions in
Russian, one involving a full NP in the genitive, for the referential case,
and one involving just an N, for the “generic” case; because of the
optionality of determiners in Russian, it is less obvious whether what we
see in the construction is an NP or an N.

But to see why these two kinds of readings can be expressed by a
single construction with a common semantics in Russian, note first that
while bare Ns cannot be referential, full NPs can indeed be generic; and
the GEN NP in Russian, as in English, is presumably always a full NP,
never just an N,!0 even though the absence of obligatory determiners in
Russian makes this less obvious in Russian than it is in English. Two
arguments can be given for the (probably uncontroversial) claim that it is
always a full NP that shows up in the genitive in Russian: (i) There are
no other clear cases where a bare N rather than an NP is assigned case in
Russian; and (ii) some genitive N(P)s are obviously full NPs, since they
contain determiners, and there are none that could not be full NPs.

The statement that the GEN N(P) is always a full NP is another way
of saying that the genitive construction is a syntactic construction, not a
lexical derivation. The syntactic status of the genitive construction thus
contrasts with the status of relational adjectival modifiers like tigrinye
‘tiger (Adj)’, which are lexically derived.

When we combine the fact that the GEN NP is always a full NP with
the fact that the Russian NP may be definite, indefinite, or generic, it
follows that GEN NPs have all those possibilities, yielding referential or

10 There is actually a second “lexical” genitive construction in English which
applies to plural common nouns, as in a men’s bicycle; this one may be
historically related to the —s morpheme which often appears in compound nouns
in German.
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generic relational modifiers. The greatest ambiguity may be found with a
bare plural NP as the GEN NP, as in (11), since a plural bare NP in
Russian may have the full range of possible interpretations as definite,
indefinite, or generic.

(11) sledy tigrov
tracks tigers-GEN
‘tracks of the/some tigers’, ‘tracks of tigers’, ‘tiger tracks’

Note the continuum in ‘referentiality’ of the ‘modifier’ in English as we
proceed from ‘that tiger’s tracks’ to ‘some tigers’ tracks’ to ‘tigers’
tracks’ to ‘tiger tracks’. The last two are almost interchangeable, but one
is expressed in English with a possessive using a generic plural NP, the
other with a N-N compound.

Similarly in Russian, the possibility of a generic NP in the genitive
allows the meaning of the genitive construction to become almost as
purely descriptive as the adjectival construction tigrinye sledy.

The Russian denominal adjective-forming rule, by contrast, almost
never yields a ‘referential’ relation; because it is a lexical rule, it operates
on an N, not on an NP. So tigrinye sledy can only describe a kind of
tracks, and cannot mean the tracks of a particular tiger. (The exceptions
are adjectives formed from culturally salient proper names, as in
Amerikanskoe posol’stvo ‘American Embassy’.)

We can thus see how the line between descriptive or qualitative
modifiers and arguments of a relation can be non-absolute, in part as a
result of the referential and generic interpretations of GEN NPs. When
the GEN NP is generic, the resulting “genitive modifier” can easily have
a “descriptive” meaning (answering “what kind of ...?), and when it is
referential, its meaning is more argument-like.

As noted above, the Academy Grammar remarked (in different
terms) that whenever the governor of a dependent is a relational noun
(discounting process readings of deverbal nouns), the fact that the head
noun has a referential role as an obligatory valence exerts a strong
influence on the understood relation, leading to the simultaneous
interpretation of the dependent as an argument of the relation and as
contributing a modifier of the noun. We explained above how we capture
these simultaneous dual roles by analyzing the GEN NP as semantically
a function from an <e,<g,t>> noun meaning to an <g,t> noun meaning.
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The varying strength of the two aspects of the GEN NP meaning can
now be seen as reflecting in large part the relative referentiality of the NP
in the GEN NP.

5. Genitive Construction with Obligatory Third Term.

The genitive construction “with obligatory third term”,!! illustrated in
section 2.3. with example (4), repeated below, is in a way opposite to
“normal” genitive construction. Both are relational, but whereas in the
normal GM construction the head N is relational, in this construction the
genitive N expresses a function which combines with a value-specifying
adjective to provide a particular relation.

(4) a. galstuk krasnogo cveta ‘necktie of (a) red color’
b. *galstuk cveta ‘necktie of (a) color’

In simple cases like (4a) and (12), cvet (color) and rost (height) are
parameters of entities denoted by head Ns. Without the additional
adjective they cannot be construed as providing any actual relation, and
the construction without the adjective is just ill-formed, as in (4b).

(12) ¢&elovek vysokogo rosta ‘man of great height’

In more complicated cases of this construction like (13) and (14), a
normally non-relational noun (derevo ‘wood’ or opasnost’ ‘danger’) is
conceived as a parameter, and an adjective is then interpreted as a value
of this parameter (what kind of wood? — ‘red’; what degree of danger? —
‘high’).

(13) stol krasnogo dereva ‘desk of red wood’ (mahogany)
(14) zona povyshennoj opasnosti ‘zone of high danger’

It is interesting that in a case like (15), where the head N could be
considered as “relational” (as it is unambiguously in (16)), the genitive
noun could be understood either as parametric (by analogy with (18)) or
as “normal” (cf. the possibility of (17), without an obligatory adjective).
So the whole construction could be understood in either way, but this
structural ambiguity does not result in any difference in truth-conditional

1T Our understanding of this construction is based very heavily on the work of
Knorina that is reported in Borschev and Knorina (1990).
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content, just a difference in how that content is arrived at
compositionally.

(15) zona osobogo kontrolja ‘zone of special control/ inspection’
(16) zona otdyxa ‘zone of leisure’
(17) zonakontrolja ‘zone of control/ inspection’
(18) otrjad osobogo naznachenija ‘troop of special assignment’
(19) *otrjad naznachenija ‘troop of assignment’

6. Related Constructions and Open Problems.

The problems of the Russian GM construction are partly similar,
although not fully identical, to problems of the semantics of English
possessives (20) and English noun-noun compounds (21), as well as with
some adjective-noun combinations in both languages where the adjective
is denominal, as in the English nuclear physics, financial news, or their
Russian equivalents jadernaja fizika, finansovye novosti.

(20) John’s arrival/ teacher/ height/ team/ chair/ sky; team of John’s
(21) clothes dryer, moon landing, flu virus, oil crisis, horse shoes

In this paper we have treated only the Russian GM construction; here
we add some brief remarks about similarities and differences with other
constructions within and across languages. We want to note in particular
the problem of identifying the universal principles involved and
explaining the basis for and the range of language-particular and
construction-particular differences that may be observed.

In English, in addition to the constructions noted above, there are at
least the following:

(22) Adjectival noun: stone wall, paper tiger, city lights
(23) PPs with of: wheel of cheese, tracks of a tiger

In Russian, besides the GM construction, there is productive
formation of some kinds of denominal adjectives with relational
meanings (otnositel’nye prilagatel’nye): mednyj ‘copper’, tigrinyj ‘tiger’,
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Zenskij ‘women’s’. There are also PP modifiers with Genitive-governing
prepositions such as iz ‘of’, ot ‘from’, u ‘at, of”.

Both languages also have possessive “pronouns” whose behavior
seems sometime adjective-like and sometimes determiner-like, with the
Russian case complicated by the identity in form between the possessive
pronoun ego ‘his’ and the genitive/accusative form of the personal
pronoun, ego ‘(of) him’. The complex relationship between these
possessive pronominal forms and possessive or genitive NPs raises
problems that have been explored in the literature (Paduceva 1984,
Schoorlem mer 1995) but remain largely open.

In Hebrew, there is, among others, the smikhut (‘construct state’)
construction, in which the head N is morphologically modified, and
semantically becomes relational. Example (24) is from Knorina (1996).

(24) shaarei he-hatser (Ez. 44:17)
gates(-of) the-yard

‘the gates of the yard’

None of these constructions is exactly equivalent to any of the others
(within or across languages) in interpretation and range of uses. This
raises interesting questions concerning universals and typology; how are
language-specific constraints integrated with the contextual “openness”
of interpretation of most or all of these constructions?

A hypothesis which we plan to explore further is that the kinds of
type-shifting and meaning- shifting operations that we have seen at work
in the coercion of sortal nouns to relational meanings in the GM
construction are in fact universal, with language-particular differences
arising from sources like the following principles (which are rough first
approximations, and certainly not entirely original):

(i) Each language has a finite number of constructions which can
express “relational modifiers”. Each of these constructions has “central
meanings” or “typical default interpretations” (either stipulated or
somehow predictable), and occupies a certain “region” in the space of
possible meanings. The number of regions and their (vague) boundaries
may differ from language to language.

(ii) The meaning-shifting principles that allow for the (semi-)-
productive generation of new examples (as in nebo Bolkonskogo) may
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operate freely, but the existence of other constructions which less
ambiguously express the meaning in question can block their use.

Closely related to these considerations is the issue of whether there
really is just one syntactic GM construction in Russian (aside from the
“obligatory third term” construction discussed in section 5), and if not,
how that bears on the semantic questions that have been the focus of this
paper. Have we “over-unified”? How can one decide?

Our schematic phrase structure tree actually would allow for two
distinct positions within the possibilities we conflated: there could be a
“sister of N position plus an “adjunct to N-bar” position, as in Babby or
as in Schoorlemmer. Our structure is inconsistent only with the structure
proposed by Engelhardt and Trugman, where one of the positions is a D
position (analogous to English prenominal possessives). But we have not
delved seriously into this problem so far. The hard question here is
whether, if one excludes deverbal nouns from consideration, there are
any arguments for two syntactically distinct positions with plain nouns,
and if so, whether there is any consistent semantic difference between the
kinds of “genitive relations” in the two positions. Our approach does not
predict any such difference.

Semantically, our approach is consistent with recursion, but we
would predict that recursion would lead to processing difficulty. On our
approach, a GEN NP combines with an N(-bar) of type <e,<g,t>> to
make an N-bar of type <g,t>, which could (under coercion with a strong
supporting context) be shifted to an <e,<g,t>> interpretation and could
then combine with another GEN NP. It would presumably be quite
difficult to have multiple shifts within a single NP; so we expect multiple
GEN NPs to be easiest to interpret when one is clearly an argument of
the head N and the other is interpreted with respect to a contextually
salient relation or the default possessive relation of ownership or control,;
this is the case in the prototypical “good” example of two genitives, as in
(25) below, discussed by Paduceva 1984, p.60, and by Babby 1997, p.61.

(25) tablica elementov Mendeleeva
table elements-GEN Mendeleev-GEN

‘Mendeleev’s table of the elements’

Relevant open issues not explored here include the hypothesis that
“possessives” (in adjunct position) are more “subject-like” and real
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“arguments” of relational noiins more “object-like”(as suggested by the
Academy Grammar); whether possessive adjectives like Petin ‘Petja’s’
can replace “possessive” genitives but not “argument” genitives (as
Schoorlemmer claims; the first author of this paper disagrees).

The more we look at the issues surrounding the syntax, semantics,
and pragmatics of genitive constructions, the richer this area appears as a
source of interesting material for the study of the interaction of grammar,
lexicon, and context. Researchers working in this area from various
perspectives have made important advances in uncovering some of the
syntactic and semantic principles involved and identifying some of the
ways that these principles interact with each other and with the context of
interpretation. Our aim in this paper has been to build on these advances
and make a contribution to the understanding of the integration of
linguistic and non-linguistic sources of “axioms” in building up the
contribution of a GM construction to the “theory” of a given text in a
given context. But neither we nor our predecessors have achieved a fully
comprehensive account of the structure and interpretation of the full
range of GM constructions or of the broader family of constructions to
which they belong; that remains an important future goal.
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Negated Yes/No Questions in Russian and Serbian/Croatian:
Yes or No, Both, Either, or Neither?*

Sue Brown
Harvard University

0. Introduction

In this paper I propose a Minimalist account of the behavior of negation
in negated Yes/No questions in Russian and Serbian/Croatian, with
special focus on the pattern of occurrence of morphologically negative
pronouns in these contexts.! While sentential negation licenses negative
pronouns in declaratives and can license them in interrogatives with
declarative word order, negation in Yes/No questions with Subject-Verb
inversion does not. Indefinite pronouns that are normally disallowed in
the scope of clausemate negation occur in these contexts instead.
Previous literature in the field of Slavic linguistics on negated Yes/No
questions has focused on the pragmatic effects of negation in these
constructions (see, in particular, Restan 1969).2 In particular, negation is
often considered in certain Yes/No interrogatives as a “politeness”
marker, not really expressing negation at all. In this paper I develop a

* I would like to thank Steven Franks, Zeljko Boskovi¢, Ljiljana Progovac,
Linda Schwartz, George Fowler, Laurent Dekydstpotter, and Michael Flier for
comments on earlier versions of this paper, as well as the audience at FASL VII
for interesting and thought-provoking questions. Of course, I alone remain
entirely responsible for everything contained herein.

1 I have chosen Russian and Serbian/Croatian as the focus of this study, due to
the fact that these languages are from two different Slavic language groups (East
and South Slavic, respectively), but both exhibit overt movement of the verb to
the head of the Complementizer Phrase (CP) (i.e., Subject-Verb Inversion) in
certain types of Yes/No questions, and both have three distinct indefinite
pronouns, e.g., those used in negative contexts, those used in contexts with no
truth value established, and those used in contexts where the truth of the
utterance has already been established. The importance of this for the exposition
will become clear in later sections.

2 See also Brown (1996, Chapter 4) for extensive discussion of the pragmatic
types of Yes/No questions.

Katarzyna Dziwirek, Herbert Coats, and Cynthia M. Vakareliyska, eds. Annual
Workshop on Formal Approaches to Slavic Linguistics: The Seattle Meeting,
1998. Ann Arbor: Michigan Slavic Publications, 1999, 59-79.
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formal account based on syntactic features of why this is so, or, in other
words, why negation in certain types of negated Yes/No questions does
not carry negative force.

1. Polarity Theory

Morphologically negative pronouns and indefinite pronouns have been
treated extensively within the framework of polarity theory. Ladusaw
(1980), Linebarger (1981, 1987), and Progovac (1993, 1994), among
others, have shown that certain elements are “polarity-sensitive”. One
group of polarity-sensitive items is licensed only in the scope of
clausemate negation or some other polarity licenser.3 In other words,
they are disallowed in contexts not containing some polarity licenser,
e.g., in affirmative declaratives. These items, which are referred to as
negative polarity items, henceforth NPIs, can be divided into non-strict
NPIs and strict NPIs. Non-strict NPIs, such as English any-pronouns, can
occur in any polarity environment, as shown by their ability to occur
with clausemate negation (la), in a Yes/No question (1b), or in the
complement clause of an adversative predicate (1c); however, non-strict
NPIs still require some polarity licenser in order to be licit, as shown by
their ungrammaticality in an affirmative declarative (2):4

(1) a. Vince didn’t see anyone.

b. Did Vince see anyone?
c. Idoubt that Vince saw anyone.

(2) *Vince saw anyone.

Strict NPIs, on the other hand, are those which only occur in the scope of
clausemate negation, but are disallowed in other polarity contexts as well
as in non-polarity contexts, as illustrated in (3) for English until, and in
(4) for Russian ni-pronouns.5 The (a) examples show the behavior of

3 The canonical polarity licensers, besides clausemate negation, include Yes/No
questions, conditionals, adversative predicates, and superordinate negation.

4 But see Progovac 1994 (in particular, pp. 41-43) for a treatment of
Serbian/Croatian i-pronouns as NPIs that are disallowed in the scope of
clausemate negation.

5 Serbian/Croatian NI-pronouns behave in all respects the same way the Russian
NI-pronouns do.
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strict NPIs in contexts of clausemate negation, the (b) examples in non-
negative polarity contexts, and the (c) examples in non-negative polarity
environments (i.e., affirmative declaratives):

(3) a. Vince didn’t start the movie until Mike got there.
b. *Did Vince start the movie until Mike got there?
c. *Vince started the movie until Mike got there.
(4) a. Ivan nikogo ne vidit. (R)
Ivan no-whom NEG sees
‘Ivan doesn’t see anyone.’
b. *Ivan nikogo vidit? (R)
Ivan no-whom  sees
‘Does Ivan see anyone?’

c. *Ivan nikogo vidit. (R)
Ivan no-whom sees

‘Ivan sees no one.’

While strict NPIs require clausemate negation, Positive Polarity Items,
henceforth PPIs, are anti-triggered in the scope of clausemate negation.
PPIs include English some-pronouns, Serbian/Croatian ne-pronouns
(e.g., neko ‘someone’), and Russian ro-pronouns (e.g., kto-to
‘someone’). PPIs cannot have a narrow scope reading with respect to
clausemate negation, as shown in (5) for English someone and (6) for
Russian kogo-to (‘someone,cc’).

(5) #Vince didn’t see someone.

Example (5) can only have the reading where there was someone, such
that Vince didn’t see that person, but not the reading where Vince didn’t
see anyone®. The same reading applies in the Russian example in (6).7

6 The # symbol is used here and below to indicate ungrammaticality on the
reading where the PPI takes narrow scope with respect to clausemate negation.

7 The Serbian/Croatian ne-pronouns behave in the same way that the Russian to-
pronouns behave in this environment.
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(6) #Ivan kogo-to ne videl.
Ivan whom-some  NEG saw

‘Ivan didn’t see someone.’
These terms will play an important role in the discussion to follow.
2. The Data
2.1. Negation in Declaratives

As mentioned above, negation in declaratives licenses strict NPIs
(Russian and Serbian/Croatian ni-pronouns, English until), as shown in
(7-9):

(7) Nikto ne zvonil. (R)
no-whom NEG called
‘No one called.’

(8) Marija nikoga ne zna. (SO)
Marija no-whom NEG  know
‘Marija doesn’t know anyone.’

(9) Vince did not start the movie until Mike got there.

Negation in declaratives disallows a narrow scope reading for PPIs
(Russian fo-pronouns, S/C ne-pronouns, English some), as shown in (10-
12):

(10) #Marija kogo-to ne znaet. (R)
Marija whom-some  NEG knows

= There is someone that Marija does not know.

(11) #Marija nekoga ne zna. (SO)
Marija some-whom NEG  knows
= same as (4)

(12) #Marija does not know someone.

These examples are licit only where the PPI has undergone Quantifier
Raising to take wide scope over negation.
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2.2. Negation in Questions without Inversion

Negation in questions with declarative word order can also license strict
NPIs, as shown in (13-15):8

(13) Nikto ne zvonil? (R)
no-who NEG called
‘No one called?’

(14) Marija nikoga ne zna? (SC)
Marija no-whom NEG knows
‘Marija doesn’t know anyone?’

(15) Mark didn’t start the Star Trek movie until Jay got there?

Here the behavior of negation is the same as in negative declaratives.
Likewise, the PPIs are only licit in these questions on the reading where
the PPI takes wide scope over clausemate negation.?

2.3 Negation in Yes/No Questions with Subject-Verb Inversion

In contrast to negation in negative declaratives and negative Yes/No
questions' with declarative word order, negation in questions with
Subject-Verb inversion does not license strict NPIs.!0 This is shown in
(16-18):

8 Note that declarative word order is the only licit word order for presumptively
negative questions, such as those given in exapmles (13-15).

9 Note that native speaker informants are generally very hesitant to accept
negated Yes/No questions with declarative word order containing fo-PPIs, given
the wide scope reading and the fact that the to-pronouns imply the existence of a
referent whose identity is simply not known or has been forgotten by the speaker
(see, in particular, Paduceva 1985 for discussion). Hence it is pragmatically odd
for a speaker to ask whether Ivan does not know someone whose identity is not
known to the speaker.

101 the Russian and Serbian/Croatian examples the [ne V] complex raises to C,
the head of the Complementizer Phrase (CP), to host the interrogative clitic /i.
English disallows V-movement over negation (cf. Pollock 1989), and for this
reason the dummy auxiliary do with the negative particle n't attached raises to C,
perhaps to host a [+yes/no] feature there.
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(16) Ne zvonil li *nikto? (R)
NEG called Q no-who
(17) Ne zna li Marija *nikoga? (SO)

NEG knows Q Marija  no-whom
(18) *Didn’t Vince start the movie until Mike got there?

Compare these examples to those in (7-9) and (13-15) above where
there is no such inversion. In further contrast to negation in declaratives
or in questions with declarative word order, negation in questions with
Subject-Verb inversion does allow a narrow scope reading for PPIs, as
shown in (19-21)!1:

(19) Ne znaet li Marija kogo-to?12 (R)
NEG know Q Marija whom-some
‘Doesn’t Marija know someone (i.e., who can get us into the
concert)?’
(20) Ne 1zna li Marija nekoga? (SO)
NEG knows Q Marija  some-whom
‘Doesn’t Marija know someone (i.e., who can get us into the
concert)?’

(21) Doesn’t Marija know someone (i.e., who can get us into the
concert)?

11 Note that /i is more restricted in its usage in Serbian/Croatian than in Russian,
and is unable to participate in “constituent interrogation.” In other words, /i in
Serbian/Croatian can attach only to a fronted verb, while in Russian it can attach
to any fronted and questioned constituent. However, the observation made in
this article, i.e., that negative pronouns (which indicate a presumptively negative
question) and /i attached to a fronted verb (which represents a neutral question)
are incompatible, remains valid.

12 Note that not all speakers of Russian accept the fo-pronouns in non-negative
polarity contexts with this reading. Rather the to-pronouns is interpreted as a
definite individual whose identity is for some reason not being disclosed. This
suggests for those speakers, the fo-pronouns behave as true referring expressions
and not indefinites, and therefore must take wide scope in all contexts.
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Compare these to the negated declaratives in (10-12) above, where the
PPIs must take wide scope.!3

In addition, negation in Yes/No questions with inversion allows
nibud-pronouns in Russian, i-pronouns in Serbian/Croatian, and already
in English (cf. (a) examples), which crucially are anti-triggered by
clausemate negation in simple declaratives ((b) examples): 14

(22) a. Ne narudil i kto-nibud'  e&ksperimenta? (R)
NEG ruin Q  who-any experimentgen
‘Didn’t someone ruin the experiment?’
b. *Kto-nibud' ne narudil  &ksperimenta.

13 The to-pronouns occur in Yes/No questions only in certain contexts, and
much less frequently than the nibud’-pronouns treated in the next paragraph, due
to the fact that semantically they behave as [+specific]. The semantics of the
Russian indefinite pronouns has been treated in the traditional framework in
such works as Ponamereff 1978 and Padu¢eva 1985 (cf. in particular pp. 87-98).
The same can be said about the Serbian/Croatian ne-pronouns with respect to the
i-pronouns.

14 Note that the Russian nibud'-pronouns and the Serbian/Croatian i-pronouns
differ from true PPIs in that, while they are anti-triggered by true clausemate
negation like true PPIs, they require some licenser to be licit. Thus, the examples
in (i) and (ii), where these pronouns occur in simple declaratives, are
ungrammatical:

(i) *Ivan znaet kogo-nibud'. (R)
Ivan  knows whom-any
(ii) *Ivan zna ikoga. (SO
Ivan knows i-whom

True PPIs require no trigger to be licit, as shown in (iii) and (iv):

(iii) Ivan znaet kogo-to. (R)
Ivan knows whom-some
‘Ivan knows someone.’

(iv) Ivan nekoga zna. (SO)

Ivan some-whom knows

‘Ivan knows someone.’
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(23) a. Ne zna li Marija ikoga? (SO)
NEG knows Q Marija any-whom
‘Doesn’t Marija know anyone?’
b. *Marija ne zna  ikoga.
(24) a. Didn’t Mark already start the movie?
b. *Mark didn’t already start the movie.

In sum, negation in Yes/No questions with Subject-Verb inversion
generally patterns with non-strict polarity contexts in NPI licensing
patterns.

3. The Structure
3.1. Negated Declaratives

Negation in declaratives resides below the Complementizer Phrase (CP),
the locus of force indicators and the root of the clause, raising along with
V(erb) to T(ense), as seen in the structure in (25) for the example in
(26):|5.|6

(25) CP

15 Note that the structures presented in this section apply to Russian,
Serbian/Croatian, and English, but for the sake of saving space, only Russian
examples are used as illustrations.

16 While I present the structure with the Inflectional Phrase (IP) split into TP and
NegP, below I will occasionally refer to these functional categories together as
IP for expository purposes.
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(26) [cp [tp nikto; [t nejzvonily] [negp tj] [vp ti tk]]]
no-who NEG called

The structure in Yes/No questions with declarative word order is
presumably the same, except that C hosts an abstract feature indicating
interrogativity.!?

3.2. Negated Yes/No Questions with Inversion

In negated Yes/No questions with inversion, negation resides in CP,
having undergone head-to-head movement to C along with the verb to
host the clitic /i (or, in the case of English, the interrogative feature)
which resides there. This is shown in (27) for the example in (28):

@7 CP

(28) [cp [c [nej [zvonily]y, 1i]] [Tp kto-nibud'; [T ty [Negp tj v i tk]]]]
NEG called Q who-any

In the remainder of the paper I will address the question of why
negation behaves differently in the above structures.
4 .Analysis
4.1. Preliminaries

From the word order facts in these data, we might gather that negation
that remains in IP (as in declaratives) for some reason behaves differently
from negation that raises with the Verb to CP (as in interrogatives).

171 will return to the nature of this feature below.
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Negation in IP renders the clause negative and licenses strict NPIs, while
negation that raises to CP does neither.

However, simple raising of negation out of IP cannot be the whole
story. Unlike in questions, in declaratives movement of negation out of
IP does render the clause negative and can license strict NPIs. In (29a)
and (30a), movement of negation out of IP in declaratives still renders
the clause negative and licenses strict NPIs, while in (29b) and (30b) the
same movement in an interrogative does not (cf. Progovac (1993: 334)
for discussion of examples similar to (20a)).

(29) a. [cp [Inno case]; [ should [;p Jay t; start the movie until Mark
arrives]]]

b. *Didn’t Jay start the movie until Mark arrived?

(30) a. [cp [Ne (itaet];[tp ont; nicego]]!

NEG reads he no-what
‘He doesn’t read anything!’
b. *Ne ¢itaet i on nicego?

NEG reads Q he no-what

Likewise, raising of negation in Serbian/Croatian presumptively negative
zar-questions still renders the clause negative and licenses strict NPIs
(and anti-triggers the i-pronouns), as shown in (31) (modified from
Progovac (1993: 338), showing ne zna in pre-IP position).

(31) Zar ne zna *j(t)ko/ni(t)ko od vas
Really NEG know *any-who/no-who of you
kako se to radi?
how REFL this does

‘Can it be that none of you know how this is done?’
4.2. Previous Accounts (Progovac 1993)

According to Progovac (1993), negation that resides within the local IP
differs from negation that resides outside the local IP (in CP or a higher
clause) in its contribution to the truth value of the local clause and in
polarity licensing. Negation residing in C will not render the complement
clause negative and will pattern with superordinate negation (and non-
negative polarity contexts) in Negative Polarity Item (NPI) licensing, i.e.,
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strict NPIs will not be licensed. This is supported by the data above,
given that negated Yes/No questions are not intuitively negative in any
sense and also given that negation in Yes/No questions does not license
strict NPIs.

Given that non-negative polarity licensers as well as superordinate
negation pattern with negation in the local CP, Progovac (1993: 334)
concludes that all non-overt Polarity Operators in Comp that license
NPIs in non-negative contexts are actually negative. The position of the
negative operator determines which NPIs are licensed as well as what
impact negation has on the truth value of the clause. Negation can sit in
Infl and render the clause negative, or it can sit in Comp, where it only
renders the truth value indeterminate. In constructions with Neg-Raising
and Neg-Preposing, such as (20a), negation still makes the local clause
negative, due to the trace of negation in IP. This, however, begs the
question as to why negation in negated Yes/No questions cannot also
render the local clause negative by virtue of the trace that remains, and it
implies that for Progovac’s analysis to hold, negation must be base-
generated in C in such questions. Otherwise it should behave no
differently than negation that originates in IP and raises to C, as in (28a).
The correct analysis must account for how negation in negated Yes/No
questions gets to CP, and, if this is by raising out of IP, why it differs
from negation that raises out of IP in declaratives, i.e., why it does not
render the clause negative or license strict NPIs.

There is evidence from Russian to suggest that negation in Yes/No
questions is not base-generated in C, or at least to suggest that negation
simply residing in C is not what accounts for the curious NPI licensing
pattern observed in questions with inversion. Namely, negated Yes/No
questions where negation is not in C, i.e., those with declarative word
order, also allow nibud’-pronouns in Russian, which, recall, are normally
anti-triggered in the scope of true clausemate negation (cf. fn. 11), and in
such cases pattern with negated Yes/No questions where negation is in
Comp, as shown in (33):18

18 This fact was previously noted by Brown (1996: 215) and Brown and Franks
(1995: 273).
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(33) a A  kogo-nibud' drugogo iz podpol's¢ikov
and whom-nibud' other of undergrounders
ty ne znae$§’
you NEG know

‘So do you know anyone else from the underground?’
b. A nikogo drugogo iz  podpol'$¢ikov ty

and no-whom other of  undergrounders you
ne znae$'?
NEG know

‘So do you know anyone else from the underground?’

This indicates that it is not so much the location of negation, but its
status, that determines NPI licensing and truth value interpretations of
the clauses containing it.!?

4.3. The Present Analysis

Several questions have arisen out of the discussion so far. These are
outlined in (34-39) and will be addressed in subsections 4.3.1-4.3.6.

(34) How does raising of Neg to CP in interrogatives which do not
allow strict NPIs differ from raising of Neg to CP in declaratives
which do?

(35) How does sentential negation license strict NPIs?

(36) Why can’t negation in Yes/No questions with inversion license
strict NPIs?

(37) Why can negation in Yes/No questions without inversion license
strict NPIs?

19 A reviewer points out that the difference between (33a) and (33b) stems from
the fact that ne in these li-questions is used as a “politeness marker”; hence it
does not indicate true sentential negation (cf. Restan 1969, Brown 1996).
However, the focus of this paper is on the formal status of negation, i.e., its
feature composition, and the effect this has on its ability to license strict NPIs.
This account, in fact, explains why this pragmatic effect is observed.
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(38) Why can negation in Neg-Preposing constructions with Neg-to-C
movement license NPIs?

(39) How do we account for the fact that questions can be formally
negative but cannot license strict NPIs?

4.3.1. How Raising of Neg to CP that oes not License Strict NPIs
Differs from Raising of Neg to CP that does

Examples (16-18) vs. (29-31) show that negation that raises to CP does
not license strict NPIs in interrogatives but does in declaratives with
Neg-Preposing (or Neg-Raising). It is generally assumed, following
Chomsky and Lasnik 1977, that Yes/No questions have an interrogative
force indicator (overt or covert) in C, while declaratives do not. It
appears that some interaction of negation with the interrogative force
indicator in C is taking place in negated Yes/No questions with Neg-to-C
movement, and that this somehow prevents the licensing of strict NPIs.
This interaction does not take place in declaratives with Neg-Preposing
due to the absence of the interrogative force indicator.

At this point we may be able to exploit the similarity between
Negation and Yes/No Interrogation: both are polarity indicators that
determine the truth value (or lack thereof) of the sentence. Negation fixes
the truth value as negative, while Yes/No interrogation renders it
indeterminate. For some reason, negation in Yes/No questions with Neg-
to-C movement, as in (22-24), behaves just like Yes/No interrogation by
itself. While we have determined that the difference between the NPI
licensing patterns in negated Yes/No questions with Neg-to-C movement
and in declaratives with Neg-to-C movement stems from the fact that
negated Yes/No questions contain the interrogative force indicator
lacking in the declaratives, we must still ascertain what role this
interaction plays in determining their truth value properties and NPI
licensing pattern. In other words, we must resolve whether negation in
Yes/No questions is stripped of its negative force upon movement to C,
or whether this negation is special, somehow different from true
sentential negation. Intuitively, you can question a negated sentence, but
you cannot negate a question. In other words, we can question a sentence
with a presupposed (negative) truth value (resulting in a presumptively
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negative question), but we cannot negate a sentence whose truth value
has not been fixed. This suggests that the latter is the case.

Before continuing it is important at this point to discuss the feature
decomposition of negation and Yes/No interrogation. Here I argue that
sentential negation and Yes/No interrogation represent two distinct
variants of a polarity feature [POL], as shown in (40) and (41), where [Q]
in (41) is equivalent to an indeterminate truth value (cf. Laka 1990 for a
discussion of a separate PolP):

(40) Sentential Negation
[POL]
|
[NEG]

(41) Yes/No Interrogation
[POL]
|
[Ql

I borrow this type of feature decomposition from Bonet’s (1995)
discussion of morphology, from Generalized Phrase Structure
Grammar’s representation of features (Gazdar 1982, Gazdar, Klein,
Pullum, and Sag 1983), and from phonological feature geometry
(Clements 1985, Sagey 1986, Mester 1986, McCarthy 1988), whereby
features can take other features as their values, and extend this notion to
these syntactic features. This is akin to a type of feature redundancy rule:
the presence of [NEG] or [Q] always indicates the presence of [POL] (but
crucially not vice versa). This type of feature geometry allows for the
existence of a [POL] feature with no features attached as well.

4.3.2. How Sentential Negation Licenses Strict ni-NPIs

I assume that in order for ni-NPIs to be licit, they must check and erase
the feature [NEG] in their sublabel (cf. Brown (1996), Brown
(forthcoming)). Suppose we have a numeration containing a ni-pronoun
as well as the negative marker ne. Suppose further that this negative
marker contains in its sublabel the feature [POL] with the feature [NEG]
attached, as shown in (40) above. Let us derive the grammatical sentence
given in (42):
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(42) Ja  nikogo ne videl.
I no-whom NEG saw

‘I didn’t see anyone.’

In (42), the ni-pronoun nikogo must raise to [Spec, NegP] to check its
uninterpretable [NEG] feature against the [NEG] feature in the feature
sublabel of ne, as shown in (43):20

(43) Checking of [NEG] in the Sublabel of nikogo

NegP
N
nikogo Neg'

VP
The feature [NEG] is checked and the derivation converges.

4.3.3. Why Negation in Yes/No Questions with Neg-to-C Movement
Cannot License Strict NPIs

Just as the negative marker ne contains the feature [POL] with the feature
[NEG] attached in sentences containing true sentential negation, as in
(40), the interrogative particle /i contains the feature [POL] with the
feature [Q] attached, as shown in (41). The features [NEG] and [Q] are
distinct. It is this distinctiveness that causes the ungrammaticality of
Yes/No li-interrogatives with strict ni-NPIs as seen in (44):16. 2!

(44) Ne vyzyvaet li pobeda kadetov  kakix-nibud’/
NEG cause Q victory of-cadets [which-nibud’/
*nikakix besporjadkov?

*no-which  disturbances]ggn
‘Could it be that the cadet victory is causing disturbances?’

20 Note that the Serbian/Croatian sentences equivalent to the Russian examples
in (42) would be treated identically in this analysis. (Cf. (8) and (23) above).

21 Note that should (44) occur without optional /i the ni-pronoun would still be
disallowed. This follows from the analysis, where the clash between the negative
and the, in this case, abstract interrogative feature in C still occurs.



74 SUE BROWN

In order to account for this, I argue that the raising of the [ne+V]
complex to host /i phonologically and the concomitant feature mismatch
between [NEG] and [Q] causes the ungrammaticality of such sentences as
(44) with the ni-pronoun present. The two features, [POL]-[NEG] and
[POL]-[Q], are distinct polarity features that end up in a checking relation
and cause the derivation to crash This is shown in (45) and (46):

(45) Checking of [NEG] on nikakix (besporjadkov)
NegP

nikakix Neg'
besporjadkov

INEGI [ne+V] VP
[POL-NEGI

(46) Raising of ne vyzyvaet to host li

nikakix Neg'
besporjadkov;, "\

tN Omax
feature * V:P
mismatch
- ti tv tj

In (45), nikakix besporjadkov has raised to [Spec, NegP] in order to
check the [NEG] feature of the ni-pronoun against the [POL]-[NEG]
feature of the negative head. Once the derivation reaches the level of CP,
the complex head [ne vyzyvaet] raises to host the clitic /i which serves as
the head of CP, as shown in the circled area of the tree structure in (46).
Notice, however, that the sublabel of C°™* now contains the mismatch-
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ing features [POL]—[NEG] and [POL]—[Q] in a checking relation; this
feature mismatch causes the derivation to crash.22 Therefore, what would
be necessary to license the strict ni-NPI nikakix in (44) above causes a
feature mismatch once the [ne+V] complex reaches C.

4.3.4. Why Negation in Yes/No Questions without Neg-to-C
Movement can License NPIs

Yes/No questions without Neg-to-C movement, as in (13-15), behave
like negative declaratives. Negation does not raise to C, and no feature
mismatch between [POL]-[NEG] and [POL]-[Q] occurs. Note that this
also explains why presumptively negative Yes/No questions cannot have
Neg-to-C movement. The feature [NEG] which is necessary to license
strict NPIs also renders the question presumptively negative, and we
have seen that this feature in Yes/No questions with Neg-to-C movement
is somehow rendered defective.

4.3.5. Why Negation in Neg-Preposing Constructions with Neg-to-C
Movement can License NPIs

These constructions (cf. (29-30)), behave like negative declaratives as
well. Negation raises to C, but there is no [POL]-[Q] feature there, and
therefore no feature mismatch between [POL]-[NEG] and [POL]-[Q]
occurs.

4.3.6. How Negated Questions still Occur without being Able to
License Strict NPIs

Now that we have accounted for the ungrammaticality of strict ni-NPIs in
negated li-questions with Neg-to-C movement, we must determine how
negated questions can still occur. At this point I take advantage of the
fact that in the Minimalist Program (Chomsky 1995) all features are op-
tional and certain universal principles ensure that only the correct
derivation reaches the interface levels. What I propose is that the only
licit option for negation in Yes/No questions is for the feature [POL] to
occur in the sublabel of ne-without any feature value specified. In other
words, there is no [NEG] attached to [POL]. This also accounts for why
the nibud-pronoun is acceptable: there is no negative feature to "anti-

22 The notion feature mismatch is from Chomsky 1995.
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trigger” it. This is shown in (47) on the following page. The
configuration in the circled area that is established once [ne+V] reaches
C in (47) does not cause a feature mismatch, because [POL] is nondistinct
from [POL]-[Q]. Negation with only the [POL] feature will always be
interpreted as a sentence with indeterminate truth value, i.e., a Yes/No
question.

(47) [ne+V] raises to host li
/?\
COmax T
N /K

[ne+vvzyvaet]l li pobeda .
kadetov, /-K

LyOmax NegP
T
kakix-nibud’ Neg'
besporjadkov, T\
T [NCgOmax VP
no feature A

mismatch

Lty t

5. Extensions

The analysis presented above also accounts for the variation in Russian
negated Yes/No questions with no Neg-to-C movement between the
nibud’-pronouns and the ni-NPIs in (33), repeated here as (48):

(48) a. A  kogo-nibud' drugogo iz podpol'S¢ikov
and whom-nibud' other of undergrounders

ty ne znae§'?
you NEG  know

‘So do you know anybody else from the underground?
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(48) b. A  nikogo drugogo iz  podpol's¢ikov
and no-whom other of  undergrounders

ty ne znaes§'?
you NEG know

‘So you don’t know anyone else from the underground?’

In (48a), the negative marker is "optionally" generated without the [NEG]
feature attached to its [POL] feature, and for this reason, the nibud'-
pronoun rather than the ni-pronoun occurs. These questions are
interpreted as non-presumptive Yes/No questions. In (48b), the negative
particle is generated with [POL]—[NEG]. The [NEG] feature of the ni-
pronoun can be checked, and since nothing is forcing ne to raise to C
(i.e., there is no li to host), no feature mismatch results between the
[POL]—NEG] feature on ne and the [POL]—[Q] feature in C. These
questions are interpreted as presumptive Yes/No questions with negative
implicature, due to the presence of the [NEG] feature (cf. Brown 1996,
Restan 1969).

6. Conclusions

As the preceding discussion as shown, raising of Neg in Russian and
Serbian/Croatian takes place in negated Yes/No questions and in Neg-
Preposing constructions.23 The Neg that raises in negated Yes/No
questions is different to start with from the Neg of sentential negation.
Neg in Yes/No questions is marked [POL], not [POL—NEG]. It can raise
to C or not raise to C, and will still have the same effect on the sentence:
it will provide an indeterminate truth value (resulting in a question) and
will not license strict NPIs. Negation that does license strict NPIs will be
marked [POL-NEG]. In questions it can remain in NegP and result in a
legitimate derivation, or raise, but in the latter case will cause the
derivation to crash, due to a feature mismatch with the [POL—Q] feature
there.

23 Note that this analysis also extends to English, as has been implied in the
above discussion.
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Serbian/Croatian/Bosnian Clitics at the Lexical Interface

Andrew Caink
University of Durham/University of Wolverhampton

1. Introduction

Debate within the Principles & Parameters framework over clitic cluster
placement in Serbian/Croatian/Bosnian (SCB)! is polarized between
purely syntactic accounts that stipulate a syntactic position for
cliticization (Rivero 1991, Cavar & Wilder 1993, 1994, Boskovi¢ 1995)
and analyses that modify the syntactic representation via a form of
phonological movement (Halpern 1995, Schiitze 1994, King 1996). This
paper proposes a third alternative. Adopting the independently motivated
theory of syntactic and phonological lexicalization in Emonds (1985,
1997), we argue that the clitic cluster in SCB is phonologically
lexicalized on the highest head in the extended projection. For Emonds,
pronominal clitics are the ‘Alternative Realization’ of formal features on
null argument XP. We revise the definition of Alternative Realization to
include SCB pronominal clitics, and further argue that so-called ‘clitic
auxiliaries’ in SCB are the Alternative Realization of features in I°.
Suppletive forms, clitichood, ‘second position’ effects and restrictions on
licensing a movement trace follow from the phon logical lexicalization of
the clitic cluster.

First, we review some problems in purely syntactic and phonological
movement accounts of clitic cluster placement. We then show that the
clitic cluster appears on the highest head in the extended projection.
Following an outline of our theoretical assumptions in section 3, we
demonstrate how the phonological lexicalization of the clitic cluster
accounts for the data.

! My Seattle presentation also addressed the clausal and DP clitics in Bulgarian
and Macedonian. Space prevents me from taking such a cross-linguistic
approach here. However, a cornerstone of this analysis is that, unlike the
majority of competing accounts, this analysis is not language-specific. See Caink
(1998).

Katarzyna Dziwirek, Herbert Coats, and Cynthia M. Vakareliyska, eds. Annual
Workshop on Formal Approaches to Slavic Linguistics: The Seattle Meeting,
1998. Ann Arbor: Michigan Slavic Publications, 1999, 81-100.
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2. The SCB Clitic Cluster Position

Much dispute regarding the SCB clitic cluster has centerd around
Browne’s (1974) observation that in data such as (1), the clitic cluster
appears to follow either the first constituent or the first phonological
word.

(1) a. [Mojbrat] je dosao
my brother be-3-sg  come-p-pl.

b. [Moj je brat] dosao
‘My brother has come.’

Generative accounts have generally agreed that (la) results from
syntactic movement of the initial constituent to the left of the clitic
cluster. Progovac (1996) and Franks (1998) argue that (1b) similarly
results from syntactic movement of the initial element across the clitic
cluster via ‘remnant topicalization’; all but the initial phonological word
is scrambled out of a constituent prior to topicalization of the remainder
of that constituent. :

Alternatively, Halpern (1995) and Schiitze (1994) advocate
variations of a phonological rule that modifies the output of the syntax:
SCB clitics lacking a host to their left move rightwards into second
position, cliticizing on the first phonological word.

All accounts agree that the syntactic position of the clitic cluster is
higher than IP; some authors stipulate the cluster is adjoined to C°, others
stipulate a separate functional projection between CP and IP (without
independent motivation). In this section, we note some of the drawbacks
of these competing accounts before arguing that the true descriptive
generalization is that the SCB clitic cluster appears on the highest head
in the extended projection.

2.1. Problems for Purely Syntactic Accounts

Let us focus on the remnant topicalization (henceforth RT) analysis of
the second position effect in (1b) (Progovac 1996; Franks 1998). Central
to their account is the notion that restrictions on second position clitic
placement, such as between N° and its complements in (2b), are
independently mirrored by restrictions on RT (2c) (data from Progovac
1996: 418):
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(2) a. [Roditelji uspesnih Studental] su se razisli
parents successful-GEN students-GEN be-3-pl refl. dispersed

‘The parents of the successful students have dispersed’
b. (*)Roditelji su se uspesnih studenta razisli
c. *[Roditelji t;) su se razisli [uspesnih studental;

These judgements are not shared by all native speakers. N. Leko finds
(2b) acceptable, hence we bracket the star in the example. Further
examples in the literature are equally satisfactory for some speakers (a
point made by Halpern, cited in Progovac 1996: 418).

(3) a. (®|Prijatelji su moje sestre] upravo stigli
friends be-3-pl my-GEN sister-GEN just arrive-p-pl
‘My sister’s friends have just arrived’ (Progovac 1996: 419)

b. (*)[Studentisu iz Beograda] upravo stigli
students be-3-p] from  Belgrade  just arrive-p-pl

‘Students from Belgrade have just arrived.” (Halpern 1992: 94)

Evidently this is an issue of differing dialects/languages. In terms of
establishing the limits of Universal Grammar, it is more interesting to
concentrate on data which is less widely attested.

Regardless of this, the problem for the RT analysis of the second
position is that while (2b) and (3) are possible to varying extents, all
native speaker judgements agree strongly that (2c) is ungrammatical.
This variation in acceptability is not predicted by the RT account.

Further difficulties for the RT argument are encountered in the
examples from Schiitze (1994) in (4):

(4) a. Naveomasi se lepom mestu smestio
on very be-2-sg refl. nice place placed-p-pl
“You’ve placed yourself in a very nice place.’
b. Uovuje veliku sobu Jovan usao
in this be-3-sg bigroom J. enter-p-pl
‘Jovan entered this big room.’ (Schiitze 1994: 381, 401)

Assuming Abney’s (1987) DP structure pp[ apl nel 111, the RT account
must assume that an AP has scrambled in each case, prior to
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topicalization of the remaining PP (contra Franks 1998, where it is
assumed AP scrambling from DP is barred). Some explanation must be
found for why only NP cannot scramble out of DP in just this case
(hence allowing clitics to appear in ‘third position following the
adjective).

Interestingly, in Bulgarian, clitics are also barred from first position
and hence appear in second position, intervening within a constituent
such as an AP in (5a). Yet unlike SCB, RT is not freely available in
Bulgarian, shown in (5¢).

(5) a. ({Tviirde/pocti/suvsem} e Stjasliv (Bulgarian)
quite/almost/rather be-3-sg  happy

‘He is quite/almost/rather happy.’

b. Izgleida {tviirde/pocti/suvsem}  Stjasliv
appear-3-sg  quite/almost/rather happy

‘He appears quite/almost/rather happy.’
c. *{Tvirde/pocti/suvsem} izglezda Stjasliv

In (5a), the clitic auxiliary intervenes between the adjective and its
modifier. In (5b), the same AP constituent is the complement of the
lexical verb izgleZda ‘appears’. If RT underlay the word order in (5a), it
should also be possible in (5c¢), which it is not. This fact suggests that the
RT account of second position data in SCB is at best language-specific.

More problematic still is (6) where RT is followed by further
splitting of the PP constituent by the clitic auxiliary:

6) ??U ovuje veliku Jovan usao sobu
into this be-3-sg big  J. entered-3-sg  room
‘Jovan entered this large room.’ Schiitze (1994: 237)

Assume first that sobu ‘room’ has moved out of the PP [U ovu veliku
sobu] ‘into this large room’, and the remainder of the PP has then moved
up. Further splitting of the PP takes place, with the clitic auxiliary
following the first phonological word: the proclitic P and the determiner
U ovu ‘into this’.

A highly significant fact is that the acceptability of a construction
such as (7a) becomes less acceptable if the clitic cluster contains a
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greater number of morphemes (Browne 1975: 114; Radanovié-Koci¢
1996: 436), as in (7b) from Franks (1998: 19):

(7) a. Lavje Tolstoj veliki ruski pisac
L.be-3-sg T. great Russian  writer

‘Leo Tolstoy is a great Russian writer.’

b. *Lav mi ga Jje Tolstoj poklonio
L. 1sg-DAT 3-sg-ACC be-3-s. T. give-p-pl
‘Leo Tolstoy gave it to me.’

In (7a), the clitic auxiliary intervenes between a first and second name. In
(7b), three clitic elements in this position render the example
ungrammatical for some speakers. It is difficult to see how a purely
syntactic account could ever cope with such facts. Note also that in
recent attempts to account for clitic cluster placement in grammatical
(7a), we are provided with no more than a promissory note based on the
distribution of inflectional morphemes (Franks 1997: 5; Boskovi¢ 1997).

Finally, there is a further case of second position placement termed
‘long head movement’ in Lema & Rivero (1988) in which the clitic
cluster follows a non-finite verb as seen in (8), (from N. Leko, pers.
comm.):

(8) Odgovorio Jje na njihovo pitanje
answered-p-pl  be-3-sg on their  question
‘He answered their question.’

Rivero (1991) and Roberts (1994) propose that the participle has moved
up to C° via a ‘relativized’ head movement, crossing the auxiliary.
Independent evidence for this addition to the typology of movements is
poor, as is the exact distinction of A and A-bar heads in such an account.
Instead, Cavar & Wilder (1994)/Wilder & Cavar (1994) argue
erroneously that both the participle and clitic auxiliary in (8) are in C°
(but see data below from Boskovié¢ 1995). Boskovi¢ (1995) stipulates
optional weak/strong features and optional left or right adjunction in a
single language in order to account for the array of participle-clitic
cluster data in SCB. All of these purely syntactic approaches resort to ad
hoc accounts of motivation for syntactic movement and the latter two are
language-specific accounts, despite the existence of a [participle—
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auxiliary] construction like (8) in, say, Bulgarian. See Caink (1995) for
discussion.

To conclude, the remnant topicalization account of second position
data requires the marginalization of some data that many speakers find
acceptable. There is a mismatch between restrictions on remnant
topicalization and clitic cluster placement which is not predicted by
purely syntactic accounts. Finally, the acceptability of the clitic cluster in
the second position may be substantially decreased if more items appear
in the clitic cluster, an unlikely result of purely syntactic operations.

2.2. The Drawbacks of Phonological Movement

‘Prosodic Inversion’ PI (Halpern 1995, Schiitze 1994, King 1996)
attempts to account for (1b) via a phonological movement rule: if the
output of the syntax leaves a clitic without a host to its left, the clitic is
moved to second position following the first phonological word.

On a conceptual level, the question remains whether we wish to
accept the notion of a phonological movement rule, and the lack of
restrictiveness this would appear to allow in our system. In comparison
to the widespread displacement effects in the syntax cited as evidence for
syntactic movement, examples such as (1b) are not strong evidence for a
‘phonological move a’. Furthermore, no version of PI is underpinned by
any theory of syntactic categories that predicts which items may be
‘clitic’ and hence which may be moved in the phonology.

Empirical problems also arise. PI is not predicted to occur in the
following contexts (from Cavar & Wilder (1993):

9) a. Imas [mnogo vremena citati gal
have-2-sg  much time read-inf 3-sg-ACC
“You have much time to read it.’
b. Ivan je vidio auto [i kupio ga Jjel
I. be-3-sg see-p-pl car and buy-p-pl 3-sg-ACC be-3-sg
‘Ivan saw the car and bought it.’

The [V - clitic cluster] word order follows, in (a), a noun, and in (b)
the conjunction i ‘and’, in both cases without a prosodic break. This lack
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of prosodic break provides no context for PI to be triggered, yet in both
cases the clitic cluster follows the non-finite verb2.

2.3. A Default Position: Highest Head in the Extended Projection

Largely on account of evidence such as (10), a number of authors have
suggested that the SCB clitic cluster is always right-adjoined to C°
(Cavar & Wilder 1994, 1997; Progovac 1996, Schiitze 1994), or have
proposed a separate CleftP between CP and IP to host the clitics (Halpern
1995).

(10) a. Stefan tvrdi  da mu ga
S. claims that  3-sg-DAT 3-sg-ACC
Jje Petar poklonio

be-3-sg P. give-p-pl
‘Stefan claims that Peter has given it to him as a present.’
b. *Stefan tvrdi da Petar mu ga je poklonio
Progovac (1996: 412)

The cluster follows the complementizer and precedes the subject in
(10a). (10b) indicates the cluster cannot follow the subject. We concur
that the clitic cluster in (10a) appears to be in CO. However, as a
descriptive generalization, we maintain that the ‘clitics in C* approach is
inadequate, and propose (11) instead.

(11) Descriptive generalization: SCB clitics are adjoined to the
highest head of the extended projection.

In other words, we avoid stipulating a specific head under which the
clitic cluster appears. Assuming that CP is part of the extended projection
of V (Grimshaw 1991), then (11) captures the fact that in (10a) the clitic
cluster is in CO. However, the claim is that the clitic cluster does not
always appear in CC.

The drawback of stipulating that clitics always appear in C? is that
one is forced to stipulate the presence of a CP whenever a clitic is

2 Schiitze (1994) assumes Rivero's (1991) account of [participle — auxiliary]
constructions, such as in (9b). However, the trigger for participle movement in
Rivero’s account is similarly absent in (9b).
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present. However, there are reasons to believe that a CP is not always
present when a clitic cluster appears. We have three arguments against
the “clitics in C? position:

(i) Parsimony: In theoretical terms, it is preferable not to stipulate a full
CP in the absence of any independent motivation in, say, (1) and (3).

(ii) Adverb data: Boskovié¢ (1995) has shown that the interpretations
derived from the scope of adverbs pravilno ‘correctly’ and mudro
‘wisely’ indicate that the clitic cluster must be below CC in the ‘long head
movement’ construction. When the adverb is adjoined to IP in (12), the
interpretation is ambiguous between a subject-oriented and manner
reading:

(12) Jovan je iplpravilno odgovorio Mariji]
J. be-3-sg correctly answered-p-pl.M
‘Jovan did the right thing in answering Maria.’
‘Jovan gave Maria a correct answer.’ Boskovié (1995: 249)

When the adverb takes VP scope in (13), the sentence has the manner
reading only:

(13) Jovan je odgovorio  pravilno yp[ Mariji]
J. be-3-sg answer-p-pl correctly M.
**Jovan did the right thing in answering Maria.’
‘Jovan gave Maria a correct answer.’ Boskovié (1995: 249)

In (14), the so-called ‘long head movement’ construction (Rivero 1991),
the adverb follows both the past participle and the clitic auxiliary. If the
clitic auxiliary were in CO, then the adverb should be adjoined to IP and
yield the same ambiguity as (12). In fact, the subject-oriented reading is
blocked, as in (13), which suggests the adverb in (14) cannot be adjoined
to IP.

(14) Odgovorio Jje pravilno Mariji
answered-p-pl  be-3-sg correctly M.
*’He did the right thing in answering Maria.’
‘He gave Maria a correct answer.’ Boskovié¢ (1995: 249)
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The fact that the adverb can only be adjoined to VP in (14) undermines
the argument that the clitic cluster is always in C°.

(iii) Gerund clauses are not CP: Consider the following example of a
gerund construction from (Cavar & Wilder 1993):

(15) [Dajuci Jjoj ruZu), Damir ju Jje poljubio
giving 3-sg-DAT rose D. 3-sg-ACC be-3-sg kiss-p-pl

Again, those who advocate that the clitic cluster appears in C° are forced
to assert that a gerund is a full CP.

However, Franks (1995: 259) demonstrates that Russian gerunds are
not CP because there is no WH-movement. Similar data can be
constructed for SCB. Hence in (16), it is not possible to form a relative
clause via WH-movement out of a gerund and in (17), WH-movement is
not possible out of a gerund:

(16) a. *[Knjiga [kojui [citaju¢i i ]]
book  which-ACC reading
b. *[Zena [kojui Je umro [voledi t; ]]
woman who-ACC  be-3-sg  die-m-p-pl loving
(17) a. Ivan je usao u sobu [citajuéi pismo)
I.  be-3sg. enter-ppl. into room reading letter
‘Ivan entered the room reading a letter.’
b. *$ta je Ivan uSao u  sobu [citaju¢i t;]?
what be-3sg. 1. enter-ppl. into room reading

‘What did Ivan enter the room reading?’

If gerund constructions are not CP, then the clitic cluster cannot be in C°.

In a gerund construction, what position does the clitic cluster appear
in? We have established that gerunds are not CP; in fact, the evidence
suggests that gerunds are not IP either. Gerunds cannot be conjoined with
an infinitival IP:

(18) Marija je htjela Ivan  dati knjigu i
M. be-3-sg want-p-pl I-DAT give-inf book and
*razgovarajuéi / razgovarati s njim
talk-gerund talk-inf with  him

‘Maria wanted to give Ivan the book and talk with him.’
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An infinitival IP can appear as a complement to N, but a gerund cannot:

(19) a. Imas vremena citati  knjigu
have-2-sg time read-inf book
‘You have time to read the book’
b. *Imas vremena razgovarajuéi s njim
have-2-sg time talking with him

Finally, an infinitival IP may appear as a complement to verbs like htjela
‘want’, whereas gerunds cannot:

(20) a. Marija je htjela vanu dati knjigu
M.  be-3-sg want-p-pl Ivan-DAT give-inf book
‘Maria wanted to give Ivan the book.’
b. *Marija je htjela razgovarajuci s njim

In conclusion, we assume that an SCB gerund is a bare VP. The only
head position for the clitic cluster to attach to