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Inflectional Morphology and Theta Role Suppression
Leonard H. Babby Princeton University
1.0 Introduction

Recent work on theta theory and argument structure (AS) has
made it possible to propose truely explanatory analyses for many
aspects of the relation between morphology and synt:alx.1 This

paper deals with the representation of argument structure, the
morpholexical rules that operate on AS (altering the basic inven-
tory and distribution of its theta roles), the mapping of derived
argument structure onto syntactic (X-bar) structure, and, most
important, the role that individual suffixes play in the alteration
of a predicate’s initial of AS.

The role played by derivational morphology in the alteration
of a predicate’s initial (base) AS has reccived a great deal of
attention in the recent literature (e.g., the role of affixation in
passive and causative derivations). We shall be concerned here
with the relation between inflectionmal morphology and AS,
which has received far less attention. The paper’s main hypothe-
sis is that there are inflectional suffixes in many languages that
have two uses, a canonical (primary) use, which does not affect
the base predicate's AS, and a noncanonical (secondary) use,
which affects the realization of the predicate’s theta roles in cer-
tain highly restricted ways. The latter use thus mimics the
effects normally associated with derivational affixation, blurring
still further the traditional distinction between derivational and
inflectional morphology (see DiSciullo and Williams 1987:69;
Lapointe 1979). Our goal here is to demonstrate the explanatory
power of the proposed dual-function analysis of inflectional
suffixes by looking at the following Russian phenomena: (i) the
neuter singular third person short form suffix -0 in its canonical
predicate-agreement role in "personal” sentences and its nonca-
nonical role in the derivation of impersonal sentences (see (3));
(ii) the parallel neuter singular third person long form suffix -oe
in its canonical role as an attributive-agreement suffix and in its
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noncanonical role in the derivation of what we shall refer to
below as -oe nominalizations (see the examples in (9))(see Babby
1973 and 1975¢ for a case-theoretic analysis of the morphosyn-
tactic differences between the long and short forms of adjectives
and participles; sece Bailyn 1993 for a different proposal); (iii) a
theta-theoretic interpretation of the canonical and noncanonical
uses of the -SJA suffix on basic transitive verbs; (iv) the two func-
tions of the third person plural suffix.

2.0 Basic Assumptions.

We shall assume the theory of word structure and theta role
assignment  proposed in DiSciullo and Williams 1987 and
Williams 1994. Most important for our analysis of the Russian
inflectional suffixes mentioned above are the following two
assumptions. (i)Affixes may have their own lexical entries and
AS (for example, productive morphological causativization can be
analyzed in terms of a causative suffix that has its own external
agentive argument and takes the lexical predicate along with its
entire initial AS as its "complement”). (ii) Unlike the definition
of head at the phrasal level, the head of the word is defined as the
right-most constituent of the word. This definition holds as long
as we recognize the notion of "relativized head"”: if the head lacks
a certain property that is essential for the well-formedness of its
maximal projection, this property can be supplied by the head's
complement (sce Williams 1994).

At the center of the controversy over the relation between
morphology and syntax is the question of precisely where
affixation takes place. According to the Autonomy Hypothesis
(Bowers 1984; Williams 1994 refers to it as "atomicity”), which
forms the basis of the analyses proposed below, affixation occurs
exclusively at the word level (see S. Anderson 1982 for a different
view). Thus the word is autonomous in the sense that its internal
structure is opaque with respect to the effects of syntactic rules:
they can neither add morphological material or features to the
word nor can they extract or rearrange the internal constituents
of the word. The Autonomy Hypothesis, if applied consistently,
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requires that we reconsider a number of basic morphosyntactic
phenomena. For example, subject-verb agreement cannot be
treated as a rule that copies certain features of the subject noun
onto the verb, where they are "morphologically realized” as the
appropriate ending (see Babby 1976). Under the Autonomy
Hypothesis, subjectverb agreement must be conceived as check-
ing the inflectional features (gender, number, person, etc.) of ful-
ly formed words rather than as a syntactic rule that copies these
features from subjects onto adjective and verbal stems (see Chom-
sky 1981).2

The Autonomy Hypothesis does not claim, however, that word
structure and phrase structure are entirely isolated from ecach
other. For example, features supplied by morphemes percolate to
the maximal projection of the word, which is itself the head of
the phrase at the next level; for discussion of the ways word
structure and phrase structure communicate, scc Bowers 1984,
Babby, to appear. Thus each linguistic level has its own distinct
set of primitives and rules for combining them, and the output of
the rules of one level forms the primitives of the next highest
level: morphemes (stems (-X), affixes) combine to form words
(X), which are primitives at the phrasal level; words combine to
form phrases (maximal projections of words (XP)); phrasal max-
imal projections combine to form clauses.

Theta theory allows two kinds of relations: theta-role assign-
ment and functor relations. A functor on X is defined as any-
thing that combines with X without changing its theta structure.
Williams (1994:220) observes that function composition "obtains
when the head of the complement juncture does not have an
external argument: the external argument of the complement
becomes the external argument of the whole juncture.” (1) is an
example of function composition at the syntactic level.. Scems,
which is the head of VP, has no external argument; thus the
external argument of the adjective ("i" designates its index) is
percolated to VP and then, at the clause level, is assigned to the
subject NP under predication. Our claim is that function compo-
sition in Russian operates at the word level as well.
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Inflectional suffixes in their canonical use are functors. (2) is a
schematic representation of (canonical) subject-predicate agree-
ment (c.g. Vino vkusno ‘the-wine (ncut-sg-nom) is good (necut-
sg)'). ("COP" stands for the copula byt’ 'be,’ which in Russian is
phonologically null in the present tense).
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"The inflectional affix (af = —0) combines with the adjective stem
(-A) in word structure, which is the domain of X-bar structure
dominated by the lexical category A in (2). Since af, which is the
head of the word by virtue of its position, does not have its own
external theta role, the external theta role indexi of the adjective
stem percolates to the maximal projection of the word (A); this is
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the word-level instantiation of function composition. The i index
then percolates from the phrasal head A to its maximal projection
AP and then to VP (this is possible since the copula, which is the
head of VP, does not have its own external theta role to pass up),
forming a one-place VP predicate; the i index is then assigned to
the subject NP under predication in clause structure. Williams
(1994:209) defines theta-binding as follows: X is theta bound if
there is a theta role ccommanding X and coindexed with X. It is
in this sense that the canonical use of agreement inflectional
morphology involves the establishment of a binding-relation
between the subject and the verb or predicate adjective (see (2)).

Our main hypothesis is that in their noncanonical use, the
suffixes —o (in impersonal sentences) and —oe (in nominaliza-
tions) are not functors since they induce syntactic structures
which do not have this theta-binding relation between the subject
and the verb. This is because, as we shall argue below, the non-
canonical use of these suffixes invariably involves suppression of
the predicate's external theta role, and no coindexation is there-
fore possible between the subject and the verb, which is criterial
in the definition of theta-binding (for discussion of the suppres-
sion of theta roles and the notion of implicit theta roles, see
Grimshaw 1990, Brody and Manzini 1988). In other words, the
suffixes —o and —oein their noncanonical use both head word-
level maximal projections to which the stem's external theta role
index i does not percolate.

3.0 Noncanonical Use of the —o Suffix

If a predicate has an initial external theta role, special morpho-
logy is normally required when this theta role is not realized as
the syntactic subject. For example, in both passivization and nom-
inalization, the verb's external theta role is suppressed (more
specifically, made implicit); this explains why in Russian the
suffix -em- is used in both constructions (see Babby 1993a:37-40)
and why both constructions have the same optional instrument-
al-case "argument adjunct”, which is licensed by a suppressed
external theta role (see Grimshaw 1990 for discussion of argu-
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ment adjuncts). For example: Vosstanic podavi-cn-oimi 'The
rebellion was repressed by them'and podavi-cn-ic imi vosstanija
'the repression of the rebellion by them.’ In the case of imperson-
alization, the predicate’s external theta role is eliminated from the
derivation rather than being made implicit; in Russian, the
neuter third person singular suffix —o is affixed to the verb or ad-
jective in impersonals. Our claim is that —o affixation in the de-
rivation of impersonal sentences should be analyzed as part of
impersonalization, a morpholexical rule that eliminates the
external theta role from the predicate’s AS, rather than being
analyzed as a form of "default” agreement that occurs when
there is no subject for the verb to agree with, as was often pro-
posed in the earlier literature (see Babby 1976:258 and 1974 for
discussion). The default analysis is not consistent with the
Autonomy Hypothesis since it requires that affixation be directly
dependent upon the syntactic structure.The following are ex-
amples of typical Russian impersonal sentences (the adjective
polno 'full-of' assigns genitive case to its complement).

(3) a. V restorane vsegda polno inostrancev.
in restaurant:masc always fullneut-sg foreigners:gen-pl
'The restaurant is always full of foreigners'
b. V bare okazalos' pusto.
in bar:masc turned-out-to-be:neut-sg empty:neut-sg
'The bar turned out to be empty’
c. Otdaca byla takaja, (to ego  sbilo s nog.
recoil:fem was such thathim knocked:neut-sg off feet
'The recoil was so strong that it knocked him off his feet'

d. Ego tosnilo ot  zapaxa.
him:acc-masc nauseated:ncut-sg from smell:gen-masc
'The smell nauseated him'

(Otdaca, which is femine singular, cannot be construed as the
(pro) subject of the verb sbilo in the subordinate clause in (3c¢)
because it is neuter singular; see Babby 1994 for a theta-theoretic
analysis of adversity impersonal sentences like (3¢)).
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Essentially two kinds of impersonal predicates can be identi-
fied in Russian: (i) lexical impersonals, whose initial AS speci-
fies the absence of an external theta role and external categorial
argument (see (3d)); these verbs never have an overt subject, and
(ii) derived impersonals, whose initial AS contains an external
theta role (normally an agent) which is climinated by the lexi
cal rule of impersonalization (see (3a) and (3c); see Babby 1989
for discussion). There appears to be general agreement that im-
personalization invariably involves the climination of the predi-
cate's external theta role. But this is where the agreement ends.
Two competing representations of the morphosyntax of derived
impersonal sentences in Russian are found in the literature: the
GB analysis (e.g., Sobin's 1985 anaysis of transitive impersonal
passives in Ukrainian), and the subjectlessness hypothesis pro-
posed in Babby 1975a, 1975b, 1989 and 1994, which allows for the
possibility of zero-place predicates in natural language. They are
schematically represented in (4a) and (4b) respectively. Note that
in both representations the verb stem's external theta role index i

is missing and, therefore, no i~index is available to percolate to
VP (cf. (2)).

(4) a. S b. S
NP/\VP V'P
} ]
null expletive —V/Xo —V/\-o

According to the GB analysis, all clauses in all languages have
a subject NP position (see the Extented Projection Principle in
Chomsky 1981, 1986). Thus English impersonal sentences
require the overt expletive it, which is the only lexical item that
can fill a subject position to which no theta role is assigned, be-
cause sentencces with lexically unfilled NPs are ill-formed.
Since Russian impersonal sentences have no overt subject noun,
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the Extended Projection Principle forces us to assume that there is
a neuter singular null expletive heading the obligatory subject
NP and, therefore, that the neuter singular affix —o in Russian
impersonals is simply an instance of ordinary subject-predicate
agreement (cf. agreement with the null femine singular "pro”
subject in sentences like: Ona pogljadcia na nego tak, slovno
(pro) umoljala (pro) poicadit’ ec. 'She looked at him as though
(she) was begging (him) to spare her'). However, if the neuter
singular suffix —o in impersonal sentences is explained in terms
of agreement with a null expletive, that means that the elimina-
tion of the predicate's initial external theta role in Russian im-
personal sentences is anomalous because it is accomplished by a
lexical rule that is not accompanied by affixation. I have pre-
sented a number of different arguments in Babby 1975b, 1989
and 1994 that impersonal sentences in Russian are in fact sub-
jectless, as in (4b) (there is no empirical evidence for cither a sub-
ject position or a null neuter subject noun for the predicate to
agree with in impersonal sentences like those in (3)). Rather
than reproduce the argumentation from these articles, I will pre-
sent new data from related languages that argue in favor of treat-
ing —o in Russian as an "impersonal ending” whose affixation is
dircctly associated with the climination of the predicate's
external theta role.3

This discussion of subjectlessness must not, however, obscure
our main point: what is important here is the nature of the rela-
tion between the inflectional suffix that is used in impersonal
sentences and the absence of the external theta role specified in
the predicate's initial AS. Our hypothesis is that this relation is
direct and systematic.

3.1 Impersonal Sentences in Ukrainian and Lithaanian.

Ukrainian is an East Slavic language that is very closely related
to Russian. Like Russian, it employs the suffix —o in impersonal
sentences (cf. (5)), but, unlike Russian, it uses the suffix —e (a con-
traction of the long form —oe) when the subject NP of a personal
sentence is headed by an overt neuter singular noun (cf. (6)).
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((5a) and (5b) are impersonal transitive passives; see Sobin 1985,
Babby 1989 for discussion.)

(5) a. Litak zbyto (*zbyte).
airplane:acc-masc-sg shot-down:-o  shot-down:neut-sg
‘The airplane has been shot down’

b. Rabotu vykonano (*vykonane).
work:acc-fem-sg completed:—o  completed:neut-sg
‘The work has been completed’

c.S'ochodnidusno  (*dusne)
today warm-o warm:neut-sg
'It is warm today'

(6) a. Sino skoSene (*skoseno).
hay:nom-neut-sg mown:neut-sg
'The hay has been mown'
b. Pole zasijane (*zasijano) zernom.
field:nom-neut-sg sown:ncut-sg with-wheat

'The field has been sown with wheat'

The suffix —o, which is historically the neuter singular short
form, has been specialized in modern Ukrainian for use in
impersonal sentences, which have no overt subjects, just as in
Russian; in other words, —o has become an impersonal ending
in Ukrainian. The null-expletive analysis applied to Ukrainian
requires not only that there be a subject NP in overtly subjectless
sentences like those in (5) and that this subject NP be obligatorily
headed by a null expletive; it also requires that this null expletive
be the only noun in the language that induces —o agreement, i.c.,
it requires that we posit what amounts to a "fourth gender” for one
null lexical item. Thus while the null neuter singular expletive
analysis may secem plausible in Russian because of the homo-
phony of the neuter singular ending —o and the impersonal end-
ing —o, it is far less plausible in Ukrainian, where this homo-
phony has been climinated.

Lithuanian evidence against the null expletive + agreement
analysis of impersonal sentences is particularly convincing.
While Lithuanian has lost all its neuter nouns (they were dis-
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tributed among the masculine and feminine nouns), it has
maintained what was historically the neuter singular predicate
agreement suffixes for use in impersonal sentences, which have
no overt subject noun, just as in Russian and Ukrainian (see (7)):
grazu is historically the neuter singular form of the adjective
(graZus is masculine and graZiis feminine).

(7)a.Cia labai graiu.
here very beautiful:neut-sg
'It is very beautiful here'
b.Man  3alta.
me:dat cold:neut-sg
'Tam cold (= I feel cold)'

If we claim that a sentence like (7a) has a null expletive subject,
then we must also assume that this null pronoun imposes its own
unique agreement suffix on the predicate (cf. Ukrainian) or, al
ternatively, that it is the only neuter noun in the language.

The situation is in Russian essentially the same as that in
Ukrainian and Lithuanian; it is only the homophony of the
neuter singular agreement morphology and the impersonal
suffix in Russian that obscures this. What appears to have
happened is that these three languages have all developed an
impersonal ending from a ncuter singular inflectional suffix,
and that its function is to mark the elimination of the external
argument from the predicate’s initial AS as part of a morpho-
lexical rule that is analogous to more familiar lexical rules like
passivization and nominalization, which also alter a predicate’s
AS by displacing its external argument and marking this al-
teration with a specific suffix. This proposal is patently better than
the null expletive + agreement analysis because it requires fewer
empirically unsupported assumptions, i.c., a subject NP in
sentences that cannot have an overt subject, null expletives in
languages which do not have overt expletives, and special
agreement patterns needed exclusively to account for these null
categories.
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4.0 Canonical Usc of the —oc Suffix

We shall argue in this section that the neuter singular long form
attributive suffix —oe, parallel to the neuter singular short form
predicate suffix —o, has both a canonical (functor) use and a non-
canonical use, the latter affecting the realization of the predicate’s
external theta role.

The canonical use of -oe suffixation can be illustrated by the
internal structure of the NP vkusnoe vino 'good (nom-ncut-sg)
wine (nom-neut sg)’' in (8); R is the external argument of NPs
(see Williams 1992, 1994 and Grimshaw 1990 for discussion).

€] NP I( R)
N’
/\
T y
_Ti/\af
vkusn —<|>c VIno

The adjective or participle stem -A combines with the —oe suffix
at word level; since —oe, which is the head of the word, has no
external argument of its own, the external theta-role index i of the
stem percolates to the maximal projection of the word (A) under
function composition (cf. (2)). At the phrase-leve], the i index on
A, the head of the phrase, percolates to AP, the maximal projec-
tion of the adjective phrase. The external argument of AP is sat-
isfied inside the maximal projection of NP by the head noun
(vino), which is its sister in (8). Thus it is never the case that the
external argument i of a long form AP is passed up to the maxi-
mal projection (NP) of a noun phrase in which AP has an
attributive function. This entirely uncontroversial fact will turn
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out to play a crucial role when it comes to deciding between the
two rival hypotheses proposed below to account for the noncanon-
ical use of the —oe suffix.

It was demonstrated in Babby 1973 and 1974 that the
distribution of the long and short forms of the adjective in
Russian is to be explained in terms of case. Long forms have a
case feature while short forms do not, which accounts for their
syntactic distribution: long forms can occur NP internally,
where case is required. Short forms occur in VP positions where
case is not assigned; this is why short forms of the adjective and
- participle have an exclusively predicate function in modern
Russian (sec Babby 1973 and 1975c¢ for discussion of the predicate
use of long form adjectives).

4.1 Noncanonical Use of the —oc Suffix.

The examples in (9) illustrate the noncanonical use of the —oe
suffix: these adjectives and participles have the same case and
syntactic distribution as NPs, and are referred to in the traditional
literature as substantivized adjectives (see Lopatin 1967). It is
important to note at the outset that this use of the —oe suffix cannot
be accounted for in terms of an ellipically deleted neuter singu-
lar head noun or pro (e.g., an overt head noun or pronoun cannot
be introduced in (Sb): zarabotannoe 'what is carned’' (nom-sg-
neut)refers to money and dem’gi ‘'money’ is pluralia tantum in
Russian).4

(9) a. Annaotkryla  porazitel'noe: C exovyx dva.
Anna discovered amazing:neut-sg Chexovs:gen-pl two
'Anna discovered an-amazing-fact: there are two Chexo
b. V buduscem postarajus’ obxodit'sja

in future Iwill-try  to-get-along-on

zarabotannym.

what-I-have-carned:inst-neut-sg

'In the future I will try to get along on what I have earned’

c. Onavernula otcu ukradennoe.
she returned to-father what-had-been-stolen:acc-neut-sg
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‘She returned to her father everything that had been stolen'’
d. V nasej Zizni byvaet vsjakoe.
inour life occurs all-sorts-of:neut-sg
'All sorts of things happen in our lives'
c.Prila moda na irracional'noe.
arrived vogue for irrational:neut-sg
'The irrational has come into vogue'
f. On sbrosil gnet  nakopiviegosja.
he cast-off burden what-had-accumulated:gen-neut-sg
'He cast off the burden of all those things that accumulated'
g V skazannom mnoju est’ svoj - smysl.
in said:loc-neut-sg by-me is  its:reflex sense:nom-masc-sg
'What was said by me makes sense’

4.2 Hypothesis I: Nullhcad Agrecment.

Below we will briefly explore two plausible analyses of the —oe
suffix's function in (9). The most obvious hypothesis is that the
use of the—oe nominals in (9) is to be accounted for in terms of
agreement with a null neuter third person singular head noun.
This means in effect that the internal structure of, say, zarabo-
tannoe 'what has been earned' in (9b) is essentially identical to
the structure of the NP in (8), the only significant difference
being that in (9b) the head of the NP is phonetically null. This
proposal is initially attractive because it enables us to reduce all
the uses of —oe to attributive agreement, i.e., there is no need
under Hypothesis I to claim that —oe has a noncanonical use (this
is parallel to the null expletive + agreement analysis of the —o
suffix in impersonal sentences discussed above). But this anaysis
of —oe has a number of drawbacks. It requires a special null
lexical item that cannot be identified with pro, the putative null
neuter singular expletive that has been proposed to account for the
occurrence of the —o suffix (see section 3 above), or any of the
other null categories that have been proposed in the literature.
The most serious problem with the null-head hypothesis is
semantic. Positing a null neuter singular lexical item with
which the —oe adjective or participle enters into an attributive
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relation does not account for the meaning of —oe nominals: the

reference of the —oe phrase in sentences like those in (9) appears

to be that of the adjective or participle stem's external theta role,
which could not be the case if —oe were modifying a head noun,
overt or null. As we saw above in section 4.0, the external argu-
ment R of noun phrases, which determines the NP's reference,
is not the same as the external theta role of an AP that modifies
the head noun (e.g., the i-index of the adjective's external argu-
ment in (8) does not percolate to the maximal projection NP or
serve as its reference). For example, the reference of zarabotan-
moc in (9b)is understood to be its external theta role (which is

itself the initial direct internal "patient” theta role of the corres-
ponding verb zarabotat® 'to carn,' from which it is derived; see the

details below in section 4.2). If there were a null neuter singular
head noun modified by zarabotannoe in (9b), we would not
expect this NP to have the external theta role of zarabotannoe as its
referent; it would be satisfied NP-internally in its modifying
function. The hypothesis we shall propose in section 4.2 accounts
for just these semantic facts.

4.3 Hypothcsss II: —oc Nominalizafions.

According to our second hypothesis, the —oe suffix in sentences
like (9) has a secondary, noncanonical function that is radically
different from its canonical modifying function represented in
(8). Our claim is that —oe behaves like a typical nominalizing suf-
fix. More specifically, —oe is affixed to adjective or participle
stems as part of a morpholexical operation that introduces a new
external argument R (which is the external argument of non-
derived nominals as well), suppressing the stem’s initial external
argument. Thus, according to hypothesis II, the primary func-
tion of —oe suffixation in the derivation of departicipial and
deadjectival nominals like (9) is the conversion of theta role
assigners (predicates) into theta role assignees (nominal
arguments).

Williams' (1994:99) derivation of intelligence from intclligent
is a particularly clear example of this kind of nominalization. He
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notes that " the predicate intelligent is strictly a predicate and
must assign its theta role. However, the form intelligence does
not assign the theta role that intelligent assigns. In fact, it has
"internalized” that theta role (call it the A-role) and supplied
another one (call it the R role) that permits it to head a phrase that
occupies an argument position.” Williams represents this deriva-
tion as in (10).

(10) intelligence(R)
intelligeit(A) + ce(R)

Note that in (10) the new external argument R of the derived
word is the external argument of the nominalizing suffix —ce.

The structure in (11) is a first approximation of the derivation of
—oc nominals: i is the index of the adjective stem's external theta
role (note that it does not percolate to XP); everything dominated
by X is in the domain of word structure.

(11) XP (R)
XI
|
X
-A. -oc (R)

1

While Williams' account of intelligence nicely illustrates the
essential properties of deadjectival nominalization, it cannot be
taken over intact as a model for —oe nominalization. This is
because, as noted above in section 4.2, the reference of —oe nomi-
nals appears to be the base adjective’s external theta role; this is
not true in the case of —ce nominals and cannot be captured in
(11) as it stands.

The representation in (11) raises two crucial questions: (i) what
category is X, and (ii) how can the external theta role i of the
adjective (or participle) base (-A) be understood as the referent of
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the XP phrase if it is suppressed ("internalized”) as part of a nomi-
nalization operation that introduces R as the derived nominal’s
external argument (see (10) and (11))? The formalism needed to
answer the second question has already been proposed in the
literature (see Rappaport Hovav and Levin 1992, Grimshaw 1990:
125); the first question turns out to be more complex and we will
return to it below after discussing the second question.

We need to briefly consider some other universal properties of
nominalization before going on. The literature on nominaliza-
tion has focused on what are referred to as event or action nomi-
nals (see Chomsky 1970, Comric and Thompson 1985): the argu-
ment structure of the base verb is maintained intact except for the
external argument, which is made implicit and can license an
argument adjunct like the by phrase in English and the instru-
mental case NP in Russian. The referent of this kind of nomi-
nalization is the event that is denoted by the base verb. There is,
however, another common type of nominalization, ¢.g., agentive
nominalizations, instrument nominalizations, locative nominal-
izations, etc. (see Comric and Thompson 1985 for a complete
survey). All of these nominalizations have one property in com-
mon (as opposed to event nominalizations): the referent of the
derived NP is one of the base verb's arguments, not the event
denoted by the base verb; we will refer to this as "argument
nominalization” (as opposed to event nominalization). Let us
consider the so-called agentive or —er nominalization in English
since it turns out to share a crucial property with —oe nominal-
ization. Rappaport Hovav and Levin (1992:143) define —er nomin-
als as entites "understood as the external argument of the verbs
from which they are derived." This means that the external
argument of the base verb stem (i in (11)) corresponds to the
referent R of the nominal derived from it. For example, the
nominal killer (=one who kills) has as its referent the external
argument (agent) of the verb kill —oe nominalization in Russian
works in much the same way as —er nominalization: the external
argument of the base predicate (adjective or participle) is made
the referent of the entire nominal.
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We can summarize as follows. -oe€ in its noncanonical use is
typical of nominalizing suffixes: it both supplies the derived
nominal with a new external argument R (its referent) and
"internalizes” or suppresses the base adjective’s external theta role
i, making it part of the derived nominal's lexical semantics.”

One more step is needed to complete this picture. We must
explain how the "internalized” external theta role of the adjec
tival base is contrued as the —oe nominal's referent if R has been
made its external argument? Our answer to this question is based
in Grimshaw's (1990:66) treatment of the derivation of adjectival
passives. She suggests that R binds onc of the basc predicatc’s
arguments, i.c.: "We can construct a system ... in which R is
identified with an argument of the base. Which argument it is
identified with is a function of the affix that is added, so the affix
must specify which kind of argument it binds. Roughly, the
affix —ee binds a patient argument, —er binds an external argu-
ment, and d4om binds something like a theme ..." (Grimshaw
1990:66). Thus affixation of the nominalizing affix —oe to the base
adjective or participle introduces a new external argument R,
which binds the stem's initial external argument, just as in the
case of —er suffixation. This accounts explicitly for the impression
that the referent of the whole derived nominal is the base
participle or adjective’s suppressed external argument.

We can employ Grimshaw's notation to represent argument
nominalization in Russian. If (i (k)) is an initial argument struc-
ture with an external argument i and an internal argument k,
then the essentials of —oe and —er nominalization can be repre-
sented as in (12):

(12) @((k))—> (R<=i>(i(k)))

The binding of the initial external argument i by the new exter
nal argument R, which is introduced as part of the nominaliza-
tion operation in (12), is represented as R < =i >, i.e,, "R binds i.”
We will represent —oe nominalization below by means of the
morpholoexical rules proposed in Babby 1989, 1993a, 1993b, 1994);
see (13). The top row designates the semantic arguments (theta
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roles) and the bottom row the corresponding categorial argu-
ments. There is one external argument (to the left of the predicate
V, A, etc.). The rest are the nonexternal arguments: the internal
arguments and, in the slot associated with the predicate, implicit
arguments (in derivaions involving passivization and event nom-
inalization) and bound arguments (in argument nominalizations
like (13)). In the morpholexical rule of —oe nominalization given
in (13), R is the new external argument of the nominal and it
binds the external argument i of the adjectival or participial stem
in the derived AS on the right:

(13) 1 i - R <=i>

NP| A - [A+ -oc]x

Placing < = 1 > in the vacant slot associated with [A + —oe]
indicates i is internalized as well as bound by R (cf. passivization,
in which i is made implicit, which can be defined in this form-
alism as being internalized without being bound (see (15) and
Babby 1993a and 1993b for details). R does not have a corres-
ponding categorial argument in (13), which captures the fact that
nominals do not have their own external subject NPs (cf. (17)
below). X stands for the syntactic category of [A + —oe¢], which
we have not yet determined (cf. (11)); we discuss X below in
section 4.5,

4.4 Departicipial —oc Nominalization.

We are now in a position to account for the formal and semantic
properties of the highly productive class of departicipial —oe nom-
inals like zarabotannoe ‘'what has been camed’, ukradennoe
'what has been stolen’, privezennoe 'what has been brought' (e.g.,
Snjali privezennoc i napravilis’ obratno 'They unloaded what-
had-been-brought (by them) and returned') etc., whose base is a
passive participle in —em— . The initial AS of an agentive transitive
verb like privez—ti 'to- bring’ is given in (14). If no argument-
changing morpholexical rules are applied to (14), it will project a
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transitive sentence in the "active voice”: the agent i will be the
subject and the patient k the direct object.

(13) i - k

NP A NP

The first lexical rule to apply to (14) in the derivation of departi-

cipial —oe nominal is passivization, a morpholexical rule that sup-

presses the external theta role i by making it implicit (internal

ized) and adds the —en— suffix to the verb stem, making it an —en—
(passive) participle stem. Passivization derives the AS in (15) from
(14). (See Babby and Brecht 1975 and Babby 1993a for dmcussxon
of the nonpassive uses of —em- participles)

15) | - i k

NP | [V+en] | NP

Passive predicates are derived "raising (unaccusative)” predicates:
if no other morpholexical rules are applied to them, their AS in
(15) projects a sentence that has a subject NP which is not
assigned a theta role; the direct object NP(k) moves to fill this
"empty” subject position producing a canonical intransitive
passive sentence (tense is realized by the copula).

The passive participle derived in (15) is a predicate passive
participle (e.g. privez—en 'brought:masc-sg, privez—en—a 'brought:-
fem-sg): it cannot be used attributively because it has no external
theta role to assign; thus only the predicate short forms are
possible (cf. *privez—en—aja) .6 Russian has a separate morpho-
lexical rule that converts a predicate passive participle to an
attributive passive participle. This rule of "attributivization" applies
to the AS in (15) and produces the attributive passive participle AS
in (16) by extemnalizing the internal theta role k; this lexical
operation is accompanied by affixation of the —m— suffix (see
Babby 1993a: sec. 5 and 1994 for independent evidence that exter-
nalization of an internal argument may be accomplished by a
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lexical rulc).7 This attributivization rule does not affect the
implicit status of i (cf. (15)).

(16) k i

- [[V +enr] n-]

Note that the attributivization rule removes the external categorial
argument NP in (15). This captures the fact that attributive —enmn-
participles cannot be used as primary predicates, i.c., the external
theta role k of an —emn— participle cannot be assigned to an NP
position in the syntax that is an external projection of the partici
ple itself (cf. Knmiga (byla) procitana / *procitannaja 'The book
was read’). In other words, attributive participle phrases, like
noun phrases, do not project their own external subject positions
(cf. (13)).

The lexical rule of —oe nominalization can apply to the
structure in (16) since it is a participle with an external theta role;
this rule is not sensitive to whether the external theta role is ini
tial (as with adjectives) or derived (as in the case of passive parti-
ciples). It changes (16) into (17) by adding a new external argu-
ment R, which binds the participle stem’'s external theta role k
(see (12) and (13)), and by affixing —oe to the derived -enn- stem.
This rule explicitly accounts for the fact noted above that it is the
participle stem's external theta role that is the referent of the nom-
inal: this is accomplished by the binding relation between R and
k established by the nominalization rule. (k, which is the initial
verb stem’s internal argument, has been made the participle's ex-
ternal argument by the attrbutivization rule in (16); this explains
why all departicipial —oe nominals are formed on the —en-n-
stem rather than on the —en— stem: ¢.g., *zarabotanoc, *ukrad-

enoc*privczenoc cic.).
(17) R <=k> i

- [[[V + en=] n-] oe]
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This derivation of —oe nominals correctly predicts that
departicipial —oe nominals can license argument adjuncts and
that the argument adjunct is construed with i, not k. This follows
from the fact that only i, the initial external argument, is impicit
(see (18) and (9g)); <=k > is bound by R and, therefore, is not a
potential licenser of argument adjuncts. (pereztoe (nom-neut-sg)
in (18) is derived from the passive participle of perezit’ 'to experi-
ence’ and avtorom is the instrumental-case argument adjunct
licensed by the participle’s implicit agentive theta role i.)

(18) V sozdanii romana ogromnuju rol’ igract
in creation of-novel big role plays
perezitoe avtorom.
experienced:neut-sg author:inst
'What is experienced by the author plays a big role in the
novel’s creation’

Compare the internal structure of the —oe nominal in (17) with
the structure of the corresponding homophonous neuter singular
passive participle in (19), where the —oe suffix is used canonically
as a functor, agreeing with the neuter singular noun it modifies
(c.g. privezennoc (imi) vino 'the wine brought (by them)'): i is
made implicit by the passive rule (sec (14) —> (15)) and k is exter-
nalized by the attributive-formation rule (see (15) —> (16)); affix
ation of —oe¢, in its capacity as a functor (inflectional agreement
suffix), does not affect the AS. (17) and (19) are radically differ-
ent: (17) has the structure of a derived nominal and, like all nom-
inals, it has its own independent reference (R); the attributive
participle in (19) is still a predicate: it must assign its external
theta role (k) and it has no independent reference.

(19) k i

- [[[V +en-] n-] o¢]

Aside from their argrument structures, there is another crucial
difference between (17) and (19): while [[[V + en-] n- ] oe] in
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(19) is an attributive passive participle, we still have not determin-
ed the syntactic category of the —oe nominal in (17), a task to
which we turn in the next section.

4.5 The Syntactic Catcgory of —oc Nominals.

Now we return to the first question posed above in section 4.3:
what is the syntactic category of the word formed by the
combination of [A + oe] ("A" can stand for an adjective or
participle stem here), i.c,, what is the value of X in (11)? Since we
have argued above that —oe in its noncanonical function is a
nominalizer that is affixed to an A stem as part of a morpholexic-
al operation that adds a new external argument R, the external
argument of nouns, we would naturally expect X in (11) to be a
noun, i.e. X = N, and for —oe nominals to have the structure
schematically represented in (20a) (R binds the external argu-
ment i of the base predicate A, just as in (12) and (13) above).
According to (20a), —oe maps adjectives and participles (predi-
cates) into nouns (arguments).

(20) a. Nf (R) b. ){

N' AP af
| |
N A’
|
A(<=i{+\-oc A(<=i>) + oe

But (20a) cannot be the correct structure because it makes a totally
wrong prediction: an —oe nominal does not project a phrase with
the internal structure of a noun phrase; its phrasal projection has
the internal structure of an adjective phrase. For example, the
head of a —oe nominal phrase can be modified by samoe, which
combines with adjectives to form the superlative in Russian: On
nc umcl obespecivat’ scbja [samym necobxodimym] 'He wasn't
able to provide himself with [what was most basic]’; [Samoe
uzasnoc], ¢to on nc xocet pojti k vracu '[ The most awful thing] is
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that he doesn't want to go to the doctor'. A second piece of evi-
dence that —oe nominals do not have NP-internal structure is that
certain types of modifiers of the head [A + oc] have adverbial
rather than adjectival form, which is characteristic of VP and AP
structure. For example: Inogda [Cisto / *Cistoc Zenskoe] beret v

mej verx 'Sometimes [the purely / *pure feminine] in her takes
over' (sce Babby 1974 for discussion of relation between adjectives
and manner adverbs in Russian).

It would appear then that the —oe nominal is a "hybrid" cate-
gory with the internal structure of an adjective (or participle)
phrase and the syntactic distribution and independent reference
of a noun phrase. This suggests a structure along the lines of
(20b) (with R binding the external argument i of A). There is,
however, an obvious problem with (20b): it is not compatible with
the Autonomy Hypothesis. Its derivation combines a suffix (—oe)
with a maximal phrasal projection (AP), ic.,, here the suffix —oe
maps adjective and participials phrases into noun phrases (cf.
(20a), which maps adjective stems into nouns). Since maximal
phrasal projections (XP) do not occur at the level of word struc-
ture, a derivation like the one in (20b) would require affixation to
apply at the phrasal level, precisely the type of operation that
violates the Autonomy Hypothesis (see Williams 1994 for exten-
sive argumentation supporting the Autonomy Hypothesis).
Another problem with (20b) is that the suffix —oe is the head of
the NP.

There is, however, a perfectly straightfoward solution to this
last problem which is entirely in accord with the Autonomy
Hypothesis: all we need do is let the value of X in (11) be A,
which means that the projection of an [A + -o¢] nominal will
look like (21), with R binding i, the external argument of A (-A
designates the adjective / participle stem; everything dominated
by Ain (21) is in the domain of word structure, everything
dominating A is in phrase structure). According to (21), —oe
nominals are adjective phrases with independent reference
(AP(R)). The "hybrid" nature of —oe nominals referred to above
is due to the —oe suffix itself. On the one hand, like all nominal-
izing suffixes, it supplies a predicate ([+V] category) with a new
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external argument R, which accounts for the derived word's
independent reference and the argument status of its maximal
projection. On the other hand, unlike ordinary nominalizing
suffixes, —oe does not supply the derived nominal with new
categorial features that make it a noun (phrase) (cf. the —ce suffix
in English, which introduces the [+N] [-V] features, which
convert adjectives to nouns). Thus —oe noimals have the internal
structure of a AP but the external distribution and argument status
of an NP. Note too that (21) provides us with an explicit definition
of the traditional grammatical notion of "substantivization” (i.e.,
AP(R)) vs. "nominalization” (i.c., NP(R), where NP is the projec-
tion of [V + af]). Below we shall look at the derivation repre-
sented in (21) in greater detail.

(21) AP (R)
A'
|
A
~-A<= i>/+\—oc

We must bear the following two points in mind when evalu-
ating the proposal represented in (21). First, noun (phrase) and
adjective (phrase) form a natural class: both are [+ N] in the bin-
ary feature decomposition of syntactic categories that forms the
basis of X-bar syntax. Second, —oeis a long form adjectival suffix
and therefore, as noted above, obligatorily carries with it a case
feature as well as gender and number features (short form (pred-
icate) adjective forms do not have a case feature and cannot
therefore occur in positions that are assigned case). Thus the
categorial difference between nouns and long form adjectives is
minimal. It boils down to the feature [V]: noun (phrase) is [-V]
and adjective (phrase) is [+V]. Our claim is that [+N] categories
other than noun can have R as external argument and, therefore,
have independent reference, provided that they have gender,
number, and case. In other words, long form adjectives and
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participles are sufficiently "noun like” in their feature make up to
receive a R external argument by means of the lexical rule of
nominalization. Thus "nominalization” in its broadest definition
is a lexical rule that supplies the external argument R to [+V]
categories (adjective and verb), converting them from predicates
to arguments (theta role assignees). What is special about —oe
nominals is that they are not converted to nouns in the process.

In the case of deverbal nominalizations, the suffix that the rule
adds to the stem has its own external argument (R) and its own
categorial features (i.e., [+N] and [-V]), which take precedence
over the verbal bases's categorial features and percolate to the
word's maximal projection (X = N) because the suffix is the head
of the derived nominal and head features take precedence over
the categorial features of the stem (see (10); killer; ukrotitel’
'(animal) tamer'< ukrotit’ 'to tame'). In contrast, —oe nominal-
ization involves only affixation of —oe to an adjectival or participi-
al stem, the addition of the new external argument R, and the
binding of i by R; no categorial features are changed. This is
because the —oe suffix does not have its own categorial features.
Now, since -oe, which is the head of the derived word, has no
categorial features of its own to contribute to the derived word,
they are provided by the stem (cf. the notion of "relativized head”
in Williams 1994).

We can summarize this section as follows: what is special about
"hybrid” —oe nominals is that they are "independent” APs, ie.,,
unlike canonical APs and like NPs, they have their own refer-
ence (R). This analysis accounts for all the morphosyntactic and
semantic propertiecs of —oe nominals enumerated above, as well
as for the intuition that nominalization and substantivization are
subtly different variations of the same basic operation, without
having to claim that —oe nominals are headed by a null neuter
head noun (see section 4.2) or that they are morphosyntactic
anomalies, i.e., a case in which an affix (—oe) combines with a
maximal phrasal projection (AP in (20b)) in violation of the
Autonomy Hypothesis. This analysis also explains why —oe
nominals are so readily listed in the dictionary as adjectives
(and participles) functioning as nouns: like basic nouns, they
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have independent reference as well as independent gender,
number, and case, all of which are supplied by the —oe suffix in
its noncanonical use.

In conclusion, let us compare the internal structure of the —oe
nominal proposed in (21) with —oe in its canonical use in (22),
where it is as a long form neuter singular nominative attributive
adjective modifying a neuter singular noun (¢.g. krasnoe vino
'red wine'):

(22) AP,
A'i
I

—A/-I;\—OC

The —oe suffix in its canonical use in (22) is a functor and the
external theta role index i of the adjectival stem (~A) percolates to
the maximal projection of the word A and from there to the
maximal projection of the phrase AP, forming a one-place
predicate. Although the adjective phrase in (22) has case and an
external theta role i, it does not have independent reference (R)
and therefore cannot assume the argument-like functions

characteristic of the "substantivized adjective” in (21). In other

words, in its canonical, attributive use in (22), the long form
adjective is a predicate and it must discharge its external theta
role. In its noncanonical use in (21), the adjective’s external
argument R is not assigned, i.c., —oe nominals are not predicates;
they function the same way that nouns do.(see Williams 1994 for
discussion of the role of R in the argument and predicate use of
NPs). The adjectival stem's initial external argument i is con-
strued as the referent of —oe nominals because it is bound by the
external argument R, just as in all argument nominalizations
(see section 4.3).
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5.0 Summary and Conclusions

The primary purpose of this paper is to explore the dual function
of certain inflectional suffixes rather than to analyze impersonal-
ization and nominalization per se.8 Our main hypothesis is that
in their noncanonical use these suffixes mimic the function of
derivational suffixes, i.c., they are affixed to the base predicate's
stem as part of a lexical operation whose goal is to alter the stem's
argument structure; inflectional suffixes in their canonical use
do not affect AS. While there are many theoretically interesting
facets to this phenomenon, which considerations of time and
space do not permit us to pursue, onc point needs to be made
before concluding. There appears to be a second type of suffix in
Russian that also has both a canonical and noncanonical func-
tion; this second class of suffixes differs from the first in the
following ways. Instead of the predicate’s external theta role
being climinated (as with —o impersonalization) or suppressed by
binding (as with —oe nominalization), one of the base stem's theta
roles, cither external or internal, is assigned to the suffix itself
rather than to one of the predicate’s categorial arguments (see
DiSciullo and Williams 1987:71 for a preliminary discussion of
this phenomenon with respect to subject-verb agreement in
Breton).

Below I will briefly outline the analysis of -SJA, a suffix to
which the verb’s direct intermal theta role is assigned in its
noncanonical use. -SJA was historically a sentence-level
reflexive enclicit pronoun that ocupied the second (Wacker-
nagel) positon in the clause. It can be analyzed in modem
Russian as a word-level enclitic morpheme with two allomorphs
(—sja and —a") that is affixed to a verb as part of a highly restricted
number of morpholexical operations that affect the verb's AS. Its
status as "bound” enclitic morpheme explains why it occupies the
right-most postion in the word despite the fact that it is not head of
the word.

In its canonical function, which is highly productive (i.e,, its
occurrence need not be specified in the verb's lexical entry), the
suffix -SJA is applied to transitive verb stems. Its function is to
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induce percolation of the direct internal theta role index k to the
word-level maximal projection of the verb (V); from there it is
passed up to VP and then assigned to the subject NP by primary
predication. The affixation of —=SJA in its canonical function thus
has the effect of externalizing the verb's direct object. It overrides
percolation of the verb's external theta role i to V(P) and is re-
sponsible for the often noted fact that affixation of —SJA detransi-
tivizes the verb. Since a predicate can have only one external
agrument, affixation of -SJA necessarily entails non-assignment
of the verb's initial external theta role to subject position: it can
cither be made implicit, as in passive derivations (e.g.,, Kem
pisalis’ takic kartiny? "Whom were pictures like these painted
by?') or climinated, as in the derivation of middle sentences
(Tkan' legko rastjagivactsja 'This material stretches casily’, Voda
nc sZimactsja, kak vozdux'Water doesn't compress like air’,
Syroj tabak ploxo kuritsja 'Damp tobacco does not smoke well (lit.
...smokes poorly))(see Babby 1993a and 1993b for details). Note
that this treatment of -SJA affixation in passive and middle
sentences does not require the syntactic rule of NP-movement,
which, in other analyses, must move the direct object NP from
its VP-internal position to a subject position that has not been
assigned a theta role (see Williams 1994 for extensive argument-
ation against NP-movement). This canonical derivation of -SJA
can be schematically represented in (23a); the fate of the initial
external argument i is left unspecified here.

(23) a. S b. S

NP, VP NP, VP,

|
Y, \IIi
/\

'Vk + -=sja -V. + -sjak

In its noncanonical function, which is not productive (i.e., it
neceds to be sanctioned in the lexical representation of each verb),
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the verb's internal direct theta role k is assigned to the -SJA suffix
itself, and, in accordance with the Theta Criterion, cannot be
realized categorially (creating the false impression that it has
been suppressed or eliminated). The initial external theta role i is
not affected when -SJA is used noncanonically: it is passed up to
VP and assigned to the subject just as it is in the derivation of
ordinary transitive sentences, in which the internal theta role k
is assigned to the direct object NP. The noncanonical use of -SJA,
which in effect creates "transitive —SJA verbs” (see Babby 1975a),
can be represented schematically in (23b) (i and k are the index-
es of the external theta role and the internal direct theta role
respectively).

The structure proposed in (23b)correctly predicts that when the
-SJA suffix is used noncanonically, the sentence should have the
semantics of an ordinary transitive sentence in the active voice
despite the fact that it has no direct object NP.9 This is because
both the external theta role i and internal theta role k of a trans
tive verb have been assigned. The semantic properties of the verbs
that license the noncanonical assignment of k to =SJA are dis-
cussed in Babby 1975a (where, however, a different analysis is
proposed). Noncanonical use of -SJA is common when a verb
selects a direct object NP that can be headed by just one particular
noun, as in (24), (or to a small set of synonymous nouns) and is
therefore predictable: the verb mesti ‘carry’ is used idiomatically
only with the direct object jajco 'egg’ to mean 'lay an egg.’ If the
direct object is nonspecific (nonreferential), then k is routinely
assigned to the suffix ~=SJA rather than jajco; if the direct object is
specific or modified, then k must be assigned to an object NP
headed by jajco ; see the examples in (24):10

(24) a. Nasa kurica nesetsja kazdyj den'.
our hen:nom  lays (an egg/eggs) every day
‘Out hen lays (eggs) every day'
b. Nasa kurica neset bol'Soe jajco  kazdyj den’
our hennom lays big egg:acc every  day
'Our hen lays a large egg every day'
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A likely candidate for an inflectional suffix to which the verb's
external theta role is assigned is the third person plural suffix in
its noncanonical use in the derivation of what is referred to in
traditional Russian grammar as an Indefinite-Personal sentence
(neopredelenno-litnoe odnosostavnoe predlozenie). While this
type of sentence cannot have an overt subject, it has an "under-
stood subject” that is obligatorily construed as human and is
unspecified for number (see the examples in (25)). (Note that a
transitive verb affixed with -SJA in its noncanonical use can be
said to have an "understood” direct object.)

This "understood” or "semantic” subject is, according to our
analysis, the verb's initial external agentive theta role, which has
been assigned to the inflectional suffix rather than to the subject
NP, as it is in its canonical use.ll This explains why Indefinite
Personal sentences are felt to be the functional equivalent of
passives in Russian: both involve "internalization” of the verb’s
external theta role i; but i is not implicit in Indefinite Personals as
it is in passive sentences, and, thercfore, does not license argu-
ment adjuncts.

(25) a. V dver’ postucali, i v komnatu vletela Masa.
at door knocked:3-pl and in room flew Masa
'‘Someone knocked at the door and Masa rushed in'

b. My zabyli klju¢i  byli vynuzdeny razbudit' no¢nogo
we forgot key and were forced to-wake night
Svejcara, Ctoby nam  otkryli

porter  so-as-to for-us open:3-pl
"We forgot the key and were forced to wake the porter to let
us in'

c. Vy poljubite, i vas poljubjat.

you:nom will-fallindove and you:acc will-love:3-pl
'You will fall in love and someone will love you'
d. Menja okliknuli i,  obernuvsis', ja uvidel Ivana.
me called:3-pl and, tuming-around, I saw Ivan
‘Someone called me and, turning around, I saw Ivan'
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This analysis is parallel in many respects to DiSciullo and
Williams' (1987:71) treatment of verbal agreement morphology
in Breton, where overt agreement morphology is affixed to the
verb only when there is no overt subject (see Anderson 1982).
They propose that the "agreement marker has the property of 'sat-
isfying’ the theta role assigned to the subject.” It follows that if the
external theta role is assigned to the verb itself, there can be no
overt subject because, as predicted by the Theta Criterion, the verb
is no longer capable of assigning a theta role to subject position: a
theta role cannot be assigned twice in the same argument com-
plex (see Williams 1994).

This paper has dealt with the crucial role played by theta
theory and argument structure in the relation between mor-
phology and syntax. It suggests that the properties of other poorly
understood constructions in Russian and in other languages
may be explained in terms of the noncanonical use of inflec-
tional suffixes to alter the predicate’s argument structure and,
therefore, the syntactic structure that it projects.

Notes

! The following articles and books have played a particularly important role in the
development of the ideas elaborated in this article: DiSciullo and Williams 1987,
Williams 1981, 1992, and 1994, Bowers 1984, Grimshaw 1990, Rappaport Hovav and
Levin 1992, Selkirk 1982, Wilkins 1988, Stowell and Wehrli 1992, Marantz 1984,
Lieber 1992, Anderson 1982.

Only the Autonomy Hypothesis is consistent with the types of mismatches between
the agreement features of the subject and predicate that are regularly encountered in
natural language. For example, see the discussion of hybrid adversity impersonal
sentences in Babby 1994 (e.g., Menja (me:acc) strela (arrow:nom-fem) ranilo
(wounded:neut) ‘The-arrow wounded me’; the head of the subject NP is feminine
while the verb is neuter).

Analyses in which impersonal sentences are claimed to have null subject nouns
denoting "natural force” etc. are discussed in Babby 1994 (cf. Mel'Cuk 1974).

4 While some of these —oe adjectives are listed in the dictionary, the vast majority are
not. In other words, the —oe affixation illustrated in (9) is highly productive in
modern Russian (see Lopatin 1967).

5 Grimshaw (1990:126) notes that in this respect (addition of R) nominalization is
like causativization: a new external argument is added to the base AS and the initial
external argument must be demoted so that the resulting predicate does not have two
external arguments.

6 See Babby 1993a:34-36 for discussion of the derivation of —enyj adjectives like plavl-
enyj (syr) ‘processed (cheese)’, pleten-aja (korzinka) ‘wicker (lit. woven) (basket)’,
etc.
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7 The —n— suffix is the most productive suffix in Russian for forming adjectives from
nouns, ¢.g., um 'mind’ —> um-n-yj ‘smart’

I can find no substantive difference between saying that we are dealing with
canonical/noncanonical (or primary/secondary) uses of the same suffix and claiming
that we are dealing with two (historically related) homophonous suffixes.

In contrast, the structure in (23a) correctly predicts that when -SJA is used
canonically, the sentence should have the semantics of an intransitive sentence. It is
the existence of these two different derivations of -SJA verbs represented in (23a) and
(23b) that is responsible for the ambiguity that 1s characteristic of -SJA verbs in
Russian (see Babby 1975a).

10 Other verbs in this class are: vysmorkat’ nos 'to blow one's nose/ vysmorkat’sja 'to
blow one's nose’, potratit® den'gi ‘to spend money'/ potratit’sja ‘to spend money' etc. For
details see Babby 1975a and in progress. -SJA is also used noncanonically when the
sentence has a reflexive meaning g and k are coindexed) and when there is an
understood nonreferential human direct object (e.g. Sobaka kusaetsja ‘This dog bites
(people)’. In all these cases the verb is understood transitively and is lexically
restricted.

The semantics of the noncanonical use of -SJA can be explicitly accounted for in
terms of the “incorporated constant internal argument” analysis proposed in
Zubizarreta 1987:10 to explain the semantics of the intransitive use of transitive verbs
like eat in English.

1 There are other plausible analyses which we are not able to discuss here; e.g. see
Mel'¢uk's 1974 proposal that there is a null lexical item in the subject position in these
sentences that accounts for all the sentence'’s formal and semantic properties. See Babby
(in progress) for details.
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Optimality and Superiority:
A new approach to overt multiple-wh ordering

Loren Billings, Universitit Leipzig
Catherine Rudin, Wayne State College

In this paper we account for Superiority effects in Bulgarian using
mechanisms of Optimality Theory (Prince & Smolensky 1993), as
applied to syntax by Grimshaw (1993a) and specifically to
Superiority in Grimshaw (1993b). Our primary theoretical
innovations are constraints to account for animacy and for certain
surface effects of consecutive homophonous wh words, as well as
constraints that serve to distinguish languages like Bulgarian—which
front an indefinite number of wh phrases in overt syntax —from those
that front one (as does English) or none at all (Chinese, for example).

1 Summary of the problem

Wachowicz (1974) introduced the generative enterprise to the
violability of single wh-fronting as a universal, using Polish data.!
Rudin (1988a; 1988b; 1989) shows that Bulgarian is different from
the other Slavic languages, but like Romanian (and possibly
Romany and Yiddish) in fronting all wh phrases to SpecCP in overt
syntax; cf. Comorovski (1986; 1989) on Romanian and Lakova
(1991) on Bulgarian. The other Slavic languages, Rudin (1988b)
adds, front only once to SpecCP; any other wh phrases are adjoined
to IP—essentially equivalent to Toman’s (1981) pre-CP model.

1.1 Evidence for a single syntactic wh constituent in Bulgarian
Rudin’s multiply-filled-SpecCP model is supported by several
empirical distinctions between Bulgarian on the one hand, and the
rest of Slavic on the other. Two such distinctions are shown here,
with the Serbo-Croatian examples in (2) and (4) serving as
representative of the other Slavic languages. While either order is
allowed in (2), only one order is allowed in (1)—in which the wh
phrases form an uninterrupted unit. Rudin (1988b) also shows that
Bulgarian parentheticals behave similarly, in that they must follow
all fronted wh phrases.2
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Bulgarian Serbo-Croatian

(1a) Zavisi ot tova, ... (2a) Zavisi od toga ...
koj kogo prav e udaril. ko koga prvi udari?
who whom first CL hit who whom first  hit
NOM ACC ADV 3.5G M.SG NOM ACC ADV M.SG

(1b) Zavisi ot tova, ... (2b) Zavisi od toga ...
*koj priv kogo e udaril. ko prvi koga udari?

[~ ex. (42), Rudin (1988b:467)] [= ex. (10a-b), Bo3kovi¢ (1994:6)]
‘It depends who hit whom first.” (same gloss for both)

Additionally, Bulgarian requires all wh phrases to extract to a
higher (non-wh) clause, as shown in (3). Extraction is required in
(4), but only once—without specifying which wh phrase. Only
Bulgarian requires all fronted wh phrases to appear together.

Bulgarian Serbo-Croatian

(3a) (4a)

Koj kdde misli§ [¢e e oti$dl]? *Ko $ta Zelite [da vam kupi]?
who where think gone who what want you buy
NOM ADV 2SG C CLM.SG NOM ACC 2.PL C DAT 3.5G
(3b) (4b)

’(“31( )oj misli$ [Ce kdde e otisil]? ({lfc 4)) Zelite [da vam §ta kupi]?

c

*Kdde mislis [¢e koj e otisil]? Sta Zelite [da vam ko kupi]?

‘Who do you think went where?’ ‘Who do you want to buy what?’
[~ ex. (13), Rudin (1989:6)] [~ ex. (14), Rudin (1989:6)]

1.2 The Superiority Condition, as applied to Bulgarian

The Superiority Condition,3 proposed in Chomsky (1973), as
applied to wh-movement, is the constraint in languages like English
that assures that the syntactic subject and not the object is fronted if
both are wh phrases. Rudin (1985; 1986; 1988a; 1988b; 1989)
shows that there is a Superiority-like effect in Bulgarian, requiring
specific ordering among multiply fronted wh phrases. That is, a
fronted subject wh phrase must precede a fronted non-subject wh
phrase (Rudin 1985:2; 1986:120, fn. 40). This is shown, for
example, in (1a) or (3a) above. Rudin (1986:118) does, however,
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mention that this generalization is “not entirely accurate”, offering
the “rules of thumb” in (5), adding that (5a) and (5b) are
exceptionless, but (5d) is not, as is evidenced by (6). As (7)
shows, however, (5d) is strong enough to override (5e).

5) Rules of thumb for wh ordering in Bulgarian

a. NOM koj ‘who’ is always first;

b. a wh word must precede a wh prepositional phrase
containing the same wh word (including DAT na kogo);

c. all else being equal, a human wh word precedes a
non-human one;

d. NOM/ACC kakvo ‘what’ tends to be second; and

e. wh adverbials tend to be late in the series of wh phrases.

(6) Koj na kogo kakvo e kazal?
whoNOM to whom DAT what ACC CL3.SG said M.SG

‘Who said what to whom?’ [~ ex. (74b), Rudin (1986:116)]

™) Koga kakvo e kupil?
when what ACC CL3SG  bought M.SG
‘When did he buy what?’ [~ ex. (81b), Rudin (1986:119)]

In this paper we show that not only are (5d) and (Se)
violable, so is (5a). Additionally, (5c) is, as worded, also violable.
A more explicit system of constraints is presented below (in §5),
allowing optional wh orders in some environments and rigid ones in
others. First, however, an overview of the data (in §2-§3),
followed by some new data from colloquial Bulgarian (in §4).

2 The simple clause with two wh phrases: NOM + ACC

The clearest data on the Superiority Condition have been clauses
with a NOM wh external argument and an ACC wh direct object.
Some wh questions in Bulgarian do apparently violate Superiority.
Three of the rules of thumb in (5) rely on the notion of
animacy: (Sc) directly, while (5a) and (5d) do so implicitly. The
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data below show that (Sa) is unviolated so long as koj is the external
argument (or the only human argument; we return to such
distinctions in §3.1). Suffice it to say that in transitive sentences koj
‘who’ is always first in the wh cluster, regardless of the wh direct
object’s animacy, as shown in examples (8) and (9):

(8a) Koj kogo vizda? (8b) *Kogo koj viida?
whoNOM whom ACC sees 3.SG

‘Who sees whom.’ [=~ ex. (55a-b), Rudin (1988b:473)]

Qa) Koj kakvo  pravi? (9b) *Kakvo koj pravi?
whoNOM what ACC  does 3.8G

‘Who does what.’ [~ ex. (75a-b), Rudin (1988b:481-2)]

The datum heretofore missing from the literature, to our
knowledge, is the multiple question with an inanimate wh external
argument and a human wh internal argument. An agentive transitive
predicate like hit shows this most effectively. In English such
questions must conform to the Superiority Condition, as shown:

(10a) What hit whom? (10b) *Whom (did) what hit?
(11a) I know what hit whom. (11b) *I know whom what hit.

Regardless of embedding, as is the case in (11), the (a) examples are
the only grammatical means of expressing such questions.4

In Bulgarian either both orders in (12) are acceptable, or—
with certain informants—one or the other is more natural. Our
informants all find both (12a) and (12b) minimally acceptable:>

(12a) Kogo kakvo e udarilo? ‘What hit whom?’
whom ACC what NOM CL3.5G hit N.SG
(12b) Kakvo kogo e udarilo? ‘What hit whom?’

what NOM whom ACC CL 3.SG hit N.SG

Embedding the wh clause within another clause (not shown here)
does not appear to affect our informants’ judgments. It is also
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worth mentioning that informants tend to try a number of other
truth-value equivalents of (12), primarily by trying to passivize the
question. This makes sense, considering the general tendency in
Slavic for the NOM external argument of a transitive verb to be
interpreted as an Agent, as well as another tendency —across human
language —for an inanimate subject not to be an Agent.

While the data are somewhat murky, a few conclusions can
be drawn: First, it looks as if a purely syntactic Superiority account
does not receive any support here. Next, it is likely that our infor-
mants had never encountered data like (12), in which animacy and
Superiority are teased apart. Regardless of which view one takes
about how parameters are set, it can safely be said that animacy and
Agent-hood may never have been differentiated during acquisition
with positive evidence. We return to this issue (in §5.2) below.

3 Other syntactic combinations of wh phrases

3.1 NOM + DAT
We distinguish between two types of DAT arguments: expressions
of Goal and Experiencer theta (= thematic, = semantic) roles:

3.1.1 NOM Agent + DAT Goal: Not surprisingly, a NOM external
argument must precede a DAT internal argument when both are wh
expressions, as is shown in (13):

(13a) Koj na kogo e dal ximikalkata?
who NOM to whom DAT CL 3.SG gave M.SG pen-the ACC
(13b) * Na kogo koj e dal ximikalkata?

‘Who gave the pen to whom?’ [=~ ex. (6), Rudin (1985:2)]

3.1.2 NOM Theme + DAT Experiencer: There are also constructions
in which the DAT expresses the Experiencer theta role while the NOM
expresses the Theme role. Example (14) shows that two human wh
phrases with these respective cases and roles can have either order.
The theta-to-case permutation in (13) cannot be tested with a non-
human internal argument, because such dative arguments are
recipients, which are, at the very least, animate, requiring the use of
na kogo ‘to whom’ (instead of some case form of the kakvo stem).
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(14a) Koj na kogo mu xaresva?
who NOM to whom DAT CLDAT.3.SG is-pleasing 3.SG
(14b) Na kogo koj mu xaresva?

(literally) ‘Who is likable to whom?’

Both forms in (14) are acceptable, though some informants favor
one or the other. Example (15) has non-human kakvo as Theme:

(15a) "Kakvo na kogo mu xaresva?
what NOM to whom DAT CLDAT.3.SG is-pleasing 3.SG
(15b) Na kogo kakvo mu xaresva?

(literally) ‘What is likable to whom?’

Comparing (15) to (14) reveals that a human DAT Experiencer wh
phrase is not obligatorily ordered with respect to a wh human NOM
Theme, but should be first when the wh Theme is non-human.

In (15) the strong preference is for the human (Experiencer)
wh phrase to be uttered first. These examples, in addition to the
what-hit-whom examples in (12), suggest the following: First,
Superiority holds if the NOM wh phrase is both the external
argument and human. If a wh external argument is non-human or if
a human NOM wh phrase is not the external argument, then another
wh word can optionally appear first. When the NOM wh phrase is
neither human nor the external argument, and there is a human wh
Experiencer, then the strong preference is for the NOM wh phrase
not to be initial. Our constraints below (in §5.1) capture these
seemingly disjoint generalizations.

3.2 ACC direct object + DAT indirect object

Especially interesting in the recent literature are the proposed
structures of the DAT and ACC internal arguments of a verb. Certain
recent proposals, most notably in Bailyn (1995), argue that the DAT
indirect object (I0) is the complement of V while the ACC DO is
generated in SpecVP. Our data in this area do not add to the picture
per se. But we do add one crucial clarification to one apparent DAT-
ACC asymmetry in the Superiority literature on Bulgarian. Much of
the work on Superiority accounts for the apparent lack of ordering
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of DO and 10 wh phrases using the generative notions “minimal
domain” and “m-command”, which both essentially render the DO
and 1O positions equidistant to their common SpecCP destination.
The examples in (16) show a three-place predicate with all of its
arguments human, and with only the DO and the 10 as wh phrases.

(16a) Kogo na kogo e pokazal  Ivan?
whom ACC to whom DAT CL3.SG showed M.SG Ivan NOM
(16b) *Na kogo kogo e pokazal  Ivan?

‘Whom did Ivan show to whom?’ [~ ex. (5), Rudin (1985:2)]

It looks as though the DO must be superior to (or higher in the
syntactic tree than) the I0. We return to this issue (in §4) using data
from colloquial Bulgarian, showing that there is no syntactic wh-
ordering requirement in (16), but merely a surface constraint, and
this factor can be conveniently controlled for in colloquial Bulgarian.

3.3 The order of wh arguments and wh adverbials
Rudin’s (1986) last rule of thumb—“adverbs tend to be late in the
series of wh phrases,” = (5¢) above—is just that: a tendency. The
placement of wh adverbials requires only a minor amendment to the
description so far: Syntactically speaking, wh adverbs behave
identically to kogo ‘whom’ (ACC) or kakvo ‘what’ (NOM or ACC).
That is, NOM koj ‘who’ precedes a wh adverb, whereas kogo
‘whom’ and kakvo ‘what’ (regardless of grammatical relation) are
not ordered relative to wh adverbs.

Consistent with the data above, NOM koj ‘who’ must
precede a wh adverbial:

(17a) Koj kak pituva?  ‘Who travels how?’
who NOM how travels 3.5G (i.e., by what conveyance)
(17b) *Kak  koj pituva?
(18a) Koj  kade $te spi?  ‘Who will sleep where?’
who NOM where MODAL sleeps
(18b) *Kdade koj 3te  spi?
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(19a) Koj zadto t xaresva?
who NOM why  CLDAT.2.SG is-pleasing 3.SG
(19b) *Zasto koj t xaresva?
‘Who do you like why?’

The ACC wh word kogo ‘whom’ appears in either order with
a wh adverbial. BoSkovi¢ (1994 and p.c.) reports that whereas the
order in (20a) is always acceptable, his informants judge the other,
adverbial-initial order less than perfect, ranging from slightly bad (?)
to near ungrammaticality (*/*), often depending on exactly which wh
adverbial is used. We have the elicited judgments here.6 We leave
this issue open for future research. We might add only that our
informants were usually able to accept orders such as those in (20b),
but only after conceptualizing the necessary, non-neutral context.
We do not consider questions with multiple wh-adverbials.”

(20a) Kogo kide ste videli?
whom ACC  where CL2.PL sawPL
(20b) Kade kogo ste videli?

‘Whom did you see where?’

Regardless of case, kakvo ‘what’ and wh adverbials are not ordered:

(21a) Kakvo koga e kupil?
what ACC  when CL3.SG  bought M.SG
21b) [= (D] Koga kakvo e kupil?
‘When did he buy what?’

(22a) Kakvo kade raste? ‘What grows where?’
what NOM where  grows 3.SG

(22b) Kadde kakvo raste? ‘What grows where?’

To summarize the wh adverbials, the only requirement on
their order—with regard to wh arguments—is that NOM koj ‘who’
must precede them. Note that koj is not always required to appear
first (cf. (14b) above). The relative ordering of a wh adverbial is
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free so long as the only other wh phrases are ACC kogo ‘whom’,
DAT na kogo ‘to whom’, or NOM/ACC kakvo ‘what’.

3.4 Ordering of subsequent (non-initial) wh constituents

We turn now to whether the second and third (or more) wh phrases
are ordered. We repeat some of the polemics on this issue here
briefly: According to Rudin (1988b:472), a NOM wh word must
precede an ACC wh word and “when a Wh-word indirect object is
also present, the order of the three Wh-words must be subject, direct
object, indirect object” [p. 472], providing the example in (23a).

(23a) Koj kogo na kogo e pokazal?
who NOM whom ACC  to whom DAT CL3.SG showed M.SG
(23b) *Koj na kogo kogo e pokazal?

‘Who showed whom to whom?’ [~ (54c), Rudin (1988b:473)]

Dimitrova-Vulchanova (1992:45) responds that “the order of DO
and 10 Wh-constituents is not fixed”, providing the following:

(24a) Koj kakvo na kogo kaza?
whoNOM  what ACC to whom DAT said 3.SG
(24b) Koj na kogo kakvo kaza?

‘Who said what to whom?’
|~ ex. (80a-b), Dimitrova-Vulchanova ( 1992:45)8]

Dimitrova-Vulchanova is right. There is no a priori precedence
restriction between direct and indirect objects in Bulgarian.

Nevertheless, the examples in (23)—and, for that matter,
(16)—are restricted to a single ordering of wh elements. We offer a
non-syntactic, non-discourse, non-functionalist explanation of the
distribution in (23) and (24). Namely, a “low-level, PF-leg,
surface-output” constraint. Note that (16b) and (23b) both have the
sequence na kogo kogo (literally ‘to whom whom’). Recall Rudin’s
(1985:118) second rule of thumb: “A wh word must precede a wh
prepositional phrase containing the same wh word (including
DAT na kogo)” |= (5b)]. We expound on this observation in the
next section using additional colloquial data.
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4 Comparison with the colloquial register

So far we have shown that *na kogo kogo ‘to whom whom’ is ruled
out by consecutive wh homophones. Rudin (1986:9) briefly
mentions that kogo ‘whom’ is sometimes replaced by koj ‘who’ in
colloquial speech, similar to the replacement of whom with who in
English. Judgments of colloquial data vary, but for some of our
informants the DAT is expressed as na koj, literally ‘to who’, while
the ACC often remains as kogo ‘whom’, especially when NOM koj
‘who’ also appears in the wh cluster or if the sentence is
pragmatically strange, as in the what-hit-whom examples in (12).
The wh vocabulary of this colloquial register is outlined in (25):

(25) Colloquial Bulgarian:

a. NOM b. ACC C. DAT
koj kogo or koj na koj
‘who’ ‘whom’ ‘who’ ‘to who’

This wh sublexicon has a way of avoiding successive instances of
kogo ‘whom’, but does cause the DAT-NOM sequence na koj koj
(literally ‘to who who’). Both (literary) na kogo kogo and
(colloquial) na koj koj are ruled out. We show this by repeating any
of the data with a differing grammaticality judgment when na kogo
‘to whom’ is replaced by na koj ‘to who’. (In extremely colloquial
examples like Koj koj trjabva da slusa? ‘Who has to obey who?’,
where koj is also ACC, the two instances of koj are forced together.
Such examples are apparently preferable to leaving one in situ.)

Literary Bulgarian (repeated)

(14a) Koj na kogo mu xaresva?
(14b)  Na kogo koj mu xaresva?
Colloquial Bulgarian
(26a) Koj \ na koj mu xaresva?

who NOM to who DAT  CL DAT.3.SG is-pleasing 3.SG
(26b) * Na koj koj mu xaresva?

(literally) ‘Who is pleasing to who?’
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Compare also the counterparts in (16) and (27); their (b)
examples show that there is no syntactic Superiority at play here.
Literary Bulgarian (repeated)

(16a) Kogo na kogo e pokazal Ivan?
(16b) *Na kogo  kogo e pokazal  Ivan?
Colloquial Bulgarian

(27a) Kogo na koj e pokazal Ivan?
whom ACC to who DAT CL3.SG showed M.SG Ivan NOM
(27b)  Na koj kogo e pokazal Ivan?

(literally) ‘Whom did Ivan point out to who?’

Finally, compare the counterparts in (23) and (28):

Literary Bulgarian (repeated)

(23a) Koj kogo na kogo e pokazal?

(23b) *Koj na kogo kogo e pokazal?

Colloquial Bulgarian

(28a) Koj kogo na koj e pokazal?
who NOM whom ACC  towhoDAT CL3.SG showed M.SG

(28b) Koj na koj kogo e pokazal?

(literally) ‘Who pointed out whom to who?’

Clearly the contrasts between these two registers of Bulgarian
suggest that syntax is not involved in ruling out (16b) or (23b)—or,
for that matter, the colloquial example in (26b).

Some sort of constraint is required to rule out sequences
such as *na kogo kogo and *na koj koj. In none of the examples so
far is this constraint violated. This type of constraint is not unheard-
of in other languages. Kornfilt (1986) proposes the “Stuttering
Prohibition” to rule out consecutive sequences of a compound
marker and possessive marker in Turkish, which can be
homophonous. Ross (1972) proposes a “Doubl-ing” surface
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constraint for English. Napoli (1976) describes how two clitics in
Italian, usually both pronounced [si], when together are pronounced
[Ci si]. There is also a similar sort of effect in Russian and Polish
nominalizations, where there is a strong tendency against two
arguments with the same case (see, for example, Dziwirek 1993,
Rappaport 1992). We call this constraint STARHOM.?

A final note on the colloquial examples in this section: In all
the sets compared here—(14) with (26), (16) with (27), and (23)
with (28)—one register has an optional order while the other has
only one allowed order. That is, all of the example pairs have
syntactically unordered wh clusters that are further restricted as in
one or the other register due to consecutive homophony. We have
not shown, therefore, that consecutive homophony can override
Superiority, only that it can further restrict the set of grammatical
outputs of a different grammar component.

S Formal definitions, constraints proposed

Prior to proposing any more constraints we summarize the data:

* A whexternal argument has at least the option of appearing first:
—If the wh external argument is non-human (i.e., kakvo), and
there is a human wh internal argument, then the wh-ordering is
optional (as in example (12) above).!0
—If the wh external argument is human (i.e., koj), then it must
appear first in the wh cluster (cf. (8), (9), (13) or (17)!1).

e If the external argument is not a wh phrase, as in (16) and (20)-
(21), then there can be any ordering in the wh cluster.

e If there is no external argument of any kind (regardless of
whether the external argument is a wh phrase), and:
—if two (or more) wh phrases are human, as in (14), then any
of the human w# phrases can be first in the wh cluster.
—if both (or all) wh phrases are non-human, as in (22), then
any of these can be first in the wh cluster.
—if there is only one human wh phrase, as in (15) and (18)-
(19), then that wh phrase must appear first in the wh cluster.
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5.1 The notions “sorting key” and “subject”

One proposal in the literature is that the first wh phrase in a clause is
a “sorting key”; we interpret this to mean formally that the sorting-
key wh phrase represents the left-hand column of items in a logical
function (i.e., the column the items of which may not recur).

(29) Kuno’s Sorting Key Hypothesis
“In a multiple wh question, the leftmost wh-word represents
the key for sorting relevant pieces of information in the
answer.” [Kuno & Takami (1993:112), citing Kuno (1982)]!2

Indeed, the Bulgarian data above show that wherever there is a
syntactic ordering requirement (that is, ignoring consecutive
homophony) a wh phrase may be required to be only first in a
cluster (i.e., never required to be second, third, or last in the
cluster). Whereas some of the Rules of Thumb in (5) describe how
some wh phrases tend to be second or late in the series, none of
them absolutely requires such non-initial orderings.

It is also worth pointing out that in a single-wh-fronting
language like English a wh phrase in situ must be dependent on a
preceding (fronted) wh phrase. This means that a wh clause
licenses only one wh phrase, the sorting key. Any others are
dependent on the sorting key.!3 We adopt the approach to
Superiority in Williams (1994:191ff), which relies on time-line
precedence. The only difference between English and Bulgarian is
that dependent wh phrases must also front in overt syntax. In both
languages such dependent wh phrases must still follow (i.e., appear
to the right of) the sorting key. (We return to the formal constraints
distinguishing these two language types below.) We adopt the
Sorting Key Hypothesis and Williams’s proposal that wh depen-
dence is subsumed in the Leftness Condition, and that they are un-
violated (i.e., part of “Gen” in Prince & Smolensky’s 1993 model).

A brief excursus on what the sentential subject is will also
clarify the proposals below: In the talk version of this paper at
FASL-3 we assumed that the clausal subject is whichever NP is in
the NOM case. Thanks to a suggestion by Zeljko Bogkovié, we now
assume otherwise (although perhaps not in keeping with his exact
intention): NOM is assigned by default; DAT and ACC are assigned
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to specific internal arguments by virtue either of their position within
VP (or, possibly in the case of the DAT, idiosyncratically in the
lexicon). This entails that any external argument (in situ) bears NOM
case. So does any internal-argument Theme not already assigned
ACC. The canonical subject position, SpeclP, no longer functions
just as a Case-assigning position, but as a marker of some sort of
prominence, perhaps following Izvorski (1993). The structural
positions of crucial significance are the following:

30) Icp lir X Iprp X [vp ... X™ ... lvp Iprp Iip Icp

Prledicate|P is a “VP shell”, a projection that generates an external
argument if there is one; cf. Bailyn (1995) and Bowers (1993) for
further details. Each instance of X in (30) represents a position (or,
inside VP, positiong) where wh phrases are located (prior to wh-
movement). An external argument is projected in SpecPrP, while
adverbials and internal arguments are within VP. While we do not
make the crucial arguments for the VP-internal status of adverbs
here (or, for that matter, specify where within VP they are
positioned), our analysis functions properly under this (albeit vague)
assumption. We posit no particular order within VP in our
structures. Furthermore, SpeclP is filled as the result of a pre-wh,
Move-Alpha operation. We propose the following constraints:.

(31) SuBJSUP: Fill SpeclP with the highest XP within IP.

If there is a PrP, then the highest XP is SpecPrP, the external
argument. If there is no PrP, then all constituents are within VP and
none of these is higher than any other; any VP-internal constituent
can be moved to SpeclP in such a structure to satisfy SUBJSUP.

(32) SUBJHUM: SpecIP must be human.

SUBJHUM is a constraint that formalizes the interaction of
pragmatics with syntax; Optimality Theory is especially suited to
such interface constraints. Neither of the constraints in (31) and
(32) refers to wh-hood. A non-wh external argument in SpeclP, for
example, will satisfy both of these constraints.
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We further assume a canonical (structural) version of the
Superiority Condition, worded here in terms of (29) above:

(33) SORTSUP: . The structurally highest wh phrase (in an
A[rgument| position) must be the sorting key.

SORTSUP merely insures that the wh phrase arboreally highest
(prior to any wh-movement) appear first (leftmost) in overt syntax.
The interaction of these three constraints is exemplified in §5.2
below. By “wh-movement” we do not mean “movement to
SpecCP”; we follow Grimshaw (1993a, b), which argues (using
data primarily from English) that there is no separate CP projection
if SpeclIP is occupied by a wh phrase.!4

5.2 The tableaux
A representative of each of the structure types summarized at the
start of §5 is assessed using Optimality-theoretic tableaux. The three
constraints in (31) through (33) correspond to columns on the right
side of each tableau. (STARHOM, from §4, is not shown, since it is
unviolated in all the remaining data; cf., however, n. 16 below)
Likely candidates are arranged in rows. A star (*) in any cell
signifies that the candidate form fails that constraint column. A
check mark (V) signifies that there is no violation; a dollar sign ($)
marks each tableau’s optimal candidate(s).

SORT [SUBJ [SUBJ

(34) [~ (8)] SUP | SUP |HUM

a.  [ipkojj [pp NP [vp...kogoj...11] vV |V
$ [ipkoji kogoj [prp NPt [vp...whtj...]]] Vv

b.I lipkogoj  [ppkoji [vp...NPj...]1] * |V
[]pkong koji [prp whi; [vp...NPtj...]]] \/

b.I [ipkoji  [pp NP [vp...kogoj...]] vV |V
|]pk0g0j koji [prp NP¢; [vp...whtj...]]] *

Three candidates are displayed in (34). The lower two candidates
correspond to possible structures underlying the bad word order in
(8b). For ease of exposition, we have listed each candidate in (34)
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in two tiers: The top tier is the structure “before” wh-movement,
while the lower tier reflects the structure at overt syntax.

Candidate (34a) satisfies all three constraints: koj ‘who’ is
human and base-generated higher than kogo ‘whom’. As such, this
wh phrase satisfies both SUBJHUM and SUBJSUP. Additionally,
since it is in SpeclP (i.e., the arboreally highest wh phrase in the
clause) koj also satisfies SORTSUP. Candidate (34b.I) fails
SUBJSUP because the lower argument is NP-moved to SpeclP.
Candidate (34b.1I) satisfies SUBJHUM and SUBJSUP, but—due to
the precedence of kogo ‘whom’—causes the (pre-wh) lower wh
phrase to be interpreted as the sorting key, in violation of SORTSUP.

In the remaining tableaux we show only the input to wh-
movement. All of the candidates we show go on to undergo wh-
movement in accordance with SORTSUP. For this reason, only
SuBJSUP and SUBJHUM columns appear in the remaining tableaux.

Tableau (35) is similar to (34). The only difference is that
candidate (35b) also fails SUBJHUM.

SUBJ |[SUBIJ
(35) [~ (1D)] SUP |HUM
a. $ [ipkoji [prp NPY; [vp...kakVOj...]]] \/ \/
b. [lPkakVOj [prp kOji  [vp.- -NPyj... " * *

Tableau (36) presents several possibilities: It may well be
that the average Bulgarian-speaker has never encountered the
positive evidence to rank SUBJSUP and SUBJHUM. If a speaker has
not encountered such (pragmatically odd) data, then there is no way
for these constraints to be ranked. It is also possible that other
focus-type constraints are at play. We leave open the implications.

SUBJ |{SUBJ
(36) [~ (12)] SUP |HUM
a. $[ipkakvo; [pp NP [vp...kogoj...]l] V| *
b. $lipkogoj [pp kakvo; [vp...NPYj...]]] * |V
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Tableau (37) has a non-wh human external argument NP-
moved to SpecIP.!5 The forms in (37) are the “input” to wh-
movement. While NP-moving any of the arguments to SpecIP
satisfies SUBJHUM, only Ivan can be so moved to satisfy SUBJSUP.

SUBJ [SUBJ
(37) [~ (16)] SUP [HUM
a.$(iplvan; [ppNPs;  [vp...kogo;...na kogok...1]] vV |V

b. [1pkogo; [prplvan; [vp...NPyj...na kogok...]]] * |V

c. [ipna kogok [pplvan; [vp...kogoj...NP...]]] * |V

Because /van satisfies both of the NP-movement constraints, either
wh phrase is then free to be sorting key. The structures in (38a-b)
correspond to the two optional results of wh-movement applied to
(37a). Both forms in (38), in turn, satisfy SORTSUP.!6

(38a) [cpkogoj na kogok [iplvan; [ppNPY; [vp...whtj.. . whik...]]]]
(38b) [cpna kogok kogoj liplvan; [ppNPY; [vp...whtj.. . whik...]]1]

The remaining tableaux assess the structures with no external
argument of any kind (i.e., without any Pr projection).

SUBJ |[SUBJ
(39) [~ (14)] SUP |HUM
a. $ [ipkoji  [vp...NPf...na kogoj...[l] v |V
b. $ [ipnakogoj [vp...koji...NPsj...]]] vV |V

Tableau (39) shows two candidates which satisfy both of the NP-
movement constraints. Since both wh phrases are internal
arguments, they are equally superior in the syntactic tree. This
means that NP-moving either one of them to SpeclP satisfies
SUBJSUP. Additionally, since both are human, SUBJHUM is also
satisfied. Whichever one is NP-moved to SpeclP then satisfies
SORTSUP. The tie on all constraints predicts that two optimal, and
therefore attested, forms result.
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SUBJ ([SUBJ
(40) [~ (22)] SUP |HUM
a. $ [ipkakvoj [vp...NPf...kide;j...]]] VA
b. $ [lipkidej [vp...kakvoi...NPyj...]]] V| *

Tableau (40) shows the same structure as (39), but without
any human wh phrases. Here, too, there is more than one optimal
form due to a tie on each constraint. Note that “tie” does not just
mean “both candidates satisfy” —the two candidates actually both
violate SUBJHUM. They nonetheless tie (i.e., fare equally) on
both constraints, forcing there to be more than one attested form.

In our last tableau there is the same structure again as in (39)
and (40), but with only one human wh phrase.

SUBJ |SUBJ
(41) [~ (18)] SUP |HUM
a. $ [wwkoji [vp...NPfi...kide;...]]] VAR
b.  [ipkidej [vp...koji...NPsj...]]] V| *

To summarize this section, while each of the constraints in
(31) through (33) is required in order to yield the correct output, it is
nonetheless impossible to rank these three constraints relative to
each other. This is because the classic “kitty-corner” distribution of
check marks and stars, shown in (42), is absent. We therefore leave
the three constraints unranked.

(42) CONSTRAINT A_| CONSTRAINT B
a. $ Auested/optimal candidate v Lok
b.  Ungrammatical candidate *| oy

5.3 Differentiating Bulgarian from English from Chinese

How then do we differentiate Rudin’s [+ Multiply Filled SpecCP]
languages — Bulgarian and Romanian—from those which front only
one wh phrase, like English? Moreover, how can these two
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language groups be differentiated formally from languages like
Chinese, which front no wh phrases? We adopt the model in
Grimshaw (1993b), which makes use of the following constraints:

(43) STAY [Grimshaw (1993b:1)]
Star trace (= the Economy of Derivation).

(44) OPSPEC |Grimshaw (1993a:1, 1993b:1)]
All operators must be in some Spec position.

Grimshaw also suggests that “either unmoved wh phrases are not
Operators, as assumed in work on the ‘Wh Criterion’ ... or we must
revise OPSPEC to, say, TOPSPEC” [Grimshaw (1993b:15)]. We
follow the former lemma of her suggestion, defining only the
sorting key as “operator”; all other (dependent) wh phrases are
nonetheless required to be in the same specifier position as the
sorting key at overt syntax. We define the constraint as follows:

(45) DEPSPEC Any wh phrase dependent on the sorting key
must adjoin to the sorting key in overt syntax.

With the constraints in (43) through (45) a crude typology is
possible: STAY is ranked so highly in Chinese as not to allow even
one wh phrase to front (cf. Huang 1982 for the details). We
therefore posit the ranking in (49):

(49) Chinese: STAY » { OPSPEC , DEPSPEC }

The English-Bulgarian difference is that English fronts just
one wh phrase, the sorting key, while Bulgarian fronts them all:

(50) English: OPSPEC » STAY » DEPSPEC

(51) Bulgarian: { OPSPEC, DEPSPEC } » STAY

A final note on the other Slavic languages, which Rudin
(1989) posits as having one wh word in SpecCP, with the rest
perhaps adjoined to IP. We would essentially classify these
languages with English, which fronts one wh phrase. We further
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speculate, following the spirit of Yokoyama’s (1986) treatment of
Russian, that the remaining wh phrases, being inherently “low-
content” information, are fronted as part of the discourse-influenced
constituent order, often referred to as “theme-rheme” structure. That
is, all the Slavic languages except Bulgarian have only single
syntactic wh-fronting. This also explains why such languages
cannot front more than one wh phrase to a higher clause.!?
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Notes:

! The following abbreviations are used in this paper: AccClusative]; ADV[verb];
Agro(P): object-agreement (phrase), a functional category; C(P): complementizer
(phrase); CL]itic|; DAT|ive]; DO: direct object; Fleminine]; I[nflection] (a functional
category), IP: inflection phrase; IO: indirect object; LSA: Linguistic Society of
America; M]asculine|; N]euter]; NP: noun phrase; NEG[ation|; NOM[inative]; p.c.:
personal communication; PF: phonetic form; pL{ural|; P(P): preposition (phrase);
Pr(P): predicate (phrase); sG: singular; Speclifier]; f{race]; V(P): verb (phrase); wh:
(non-yes/no) interrogative; X("): position(s); XP: any maximal projection; 1, 2, 3:
first-, second-, third-person.

Rudin (1988b:461-2) also uses clitic placement to contrast Bulgarian from the
rest of Slavic, showing the contrast in (i) and (ii):

(i) Bulgarian (ii) Serbo-Croatian

Koj kakvo nakogo e  dal? Ko je $to kome  dao?
who what towhom CL gave who CL what to-whom gave
NOM ACC  DAT 3.5G M.SG NOM 3.SG ACC DAT M.SG

‘Who gave what to whom?’ (for both) |~ ex. (29, 31), Rudin (1988b:462), resp.]

Only these orders are allowed (except for switching the non-initial wh phrases in
both). Rudin (1988b) points out that these data constitute a valid argument only
against multiply filled SpecCP in Serbo-Croatian, not for multiply filled SpecCP in
Bulgarian. Bulgarian e must always procliticize to the tensed verb, so its position is
irrelevant for this test. Cf. also Avgustinova (1994) and Dimitrova-Vulchanova
(1992) regarding the verb-proclitic status of Bulgarian auxiliaries and pronouns.
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One Bulgarian clitic that does not require procliticization to the verb, /i (y/n
question), must nonetheless follow all wh phrases [This is a correction of ex. (25) in
Rudin (1994), which incorrectly reports ’Koj li kogo e udaril? ‘Who on earth
killed whom?’; the use of /i in wh questions renders an emphatic, ‘on earth’ or ‘the
hell’ meaning, and is difficult to get in multiple-wh questions. But if this question
were uttered, it would be Koj kogo li e udaril?)

Another possible distinction between Bulgarian and the rest of Slavic is the
prosodic phrasing of multiply fronted wh phrases. Cichocki (1983:58, citing
G. Dogil p.c.) reports that in Polish when more than two wh phrases appear clause-
initially there is an intonational boundary between the first wh phrase on the one
hand and all the subsequent wh phrases. Our preliminary (non-instrumental) tests
suggest that there is no such intonational boundary in Bulgarian wh clusters.

3 “No rule can involve X, Y in the structure ...X...Ia...Z... WYZ...]... where the
rule applies ambiguously to Z and Y and Z is superior to Y.” [Chomsky (1973:246))

4 In §5 we propose constraints that (a) require SpecIP to be occupied by the
highest constituent (namely: the external argument) and (b) require SpecIP to be
occupied by a human constituent. Whereas these constraints are not crucially ranked
in Bulgarian, (12) and (13) would rank SuBJSup » SuBJHUM for English.

5 Unless otherwise noted, all examples were elicited by us.

6 Specifically, judgments depend on whether wh phrases are S- or VP-adverbials.
7 In this paper we do not consider multiple-wh questions with only adverbial wh
phrases, aside from the preliminary observation that such questions tend to require
the conjunction i ‘and’ between the two clause-initial wh phrases. [Cf. also n. 17.]

Dimitrova-Vulchanova also reports the order Na kogo koj kakvo kaza? [her ex.
(80c)|, which was not in the earlier draft of her paper. Our informants judge this order
to be “awkward” at best, not used in neutral contexts. She does add that “the only
greferred position within the sequence is that of the subject wh-constituent” [p. 45].

Additionally, we offer yet another phenomenon: In the construct One can’t not

8o to work, you know!, it’s impossible to replace the contraction can’t with the
separate words can not: *One can not not go to work, you know!, primarily because
of the consecutive *not not homophones.
10 The careful reader may have noticed that we have not presented any examples of
a non-human wh external argument with any of the other wh phrases being non-
human. Two such examples come to mind: First, there is the question with NOM and
ACC non-human arguments, both of them kakvo due to the ambi-case status of this wh
word. It is impossible to determine which kakvo is first in the wh cluster. (If both of
these wh phrases appear clause-initially, then there is the additional factor of
consecutive homophony: Kakvo kakvo e udarilo? 'What hit what?'; in fact such an
example was presented during questions following our talk at FASL-3). Second, there
is the wh question with kakvo as the external argument as well as a wh adverbial. We
have elicited the following:

) Kakvo kide te udari?  (ii) Kide kakvo te udari?
what  where you hit where what you hit
NOM ADV ACC 3.5G ADV NOM ACC 3.5G

Our informants tend to favor (ii). We have no explanation for this.

We assume, non-crucially, that the NOM argument in (17) is generated as the
extemal argument, while that of (18) is generated VP-internally.

Kuno & Takami (1993) have modified Kuno’s original (1982) wording of this
hypothesis using the word “leftmost” instead of “fronted”, in order to account for wh
adverbials which they posit as being base-leftmost-generated. For our purposes their
revision likewise serves a purpose, distinguishing the very first wh phrase from any
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subsequent ones (in a multiply fronted wh cluster). The wording in (29) also serves to
unify Bulgarian with single-wh-fronting languages like English; in each the first or
only “leftmost” wh phrase is the sorting key. We leave aside until §5.3 why
languages like Chinese (and Japanese) do not move any wh phrases overtly.

Unfronted wh phrases can also be dependent on higher-clause wh sorting keys
or be “discourse-linked” (see Williams 1994:191-195 and Pesetsky 1987). We limit
this paper to context-free wh questions not embedded in other wh clauses.

Our present proposal is not crucially inconsistent, in most respects, with the
earlier assumptions in Rudin (1988b; 1989), that all wh phrases are fronted to
SpecCP. Crucially, our present model requires (based largely on the arguments
above in §1) that all wh phrases be in the Spec of the topmost projection (i.e.,
SpecIP or SpecCP) in overt syntax (or, in the case of wh-extraction, as in (3), the
same destination-specifier position). Both Grimshaw’s and Rudin’s proposals agree
on one environment: If a non-wh element occupies SpecIP, then a CP projection is
required. In such a case tensed V (with its clitics) moves to C. Izvorski (1993)
proposes yet a third configuration: all interrogative wh phrases are fronted to the
Spec of a split-1 projection (Flocus|P); that is, no interrogative wh phrases are
fronted to SpecCP (but relative-clause wh phrases are).

One argument in favor of Grimshaw’s model is the following: Note that the
summary at the beginning of §5 is not entirely straightforward (“If there is no
external argument of any kind ... and if there is only one human wh phrase, as in (15)
and (18)-(19), then that human wh phrase must appear first in the wh cluster.”).
Actually, the “only ... human wh phrase” in (15) or (18) is the only human argument
of any kind. In (19), however, there is also another human argument, the 2.SG.DAT
clitic pronoun #i. Recall as well that SUBJHUM does not discriminate as to wh-hood.
If #i is NP-moved to SpeclIP instead of koj ‘who’ in (19), then SUBSHUM (and SUBJSUP)
would be satisfied and then both wh phrases would be movable to SpecCP, with either
one as sorting key satisfying SORTSUP. This appears to be true. In the overall
assessment, however, NP-moving koj to SpeclIP satisfies more constraints than if ¢i
were so moved, as shown in the following structures:

@) llPISpeclP kOji za§t0j llvp ...NPy ...Whtj...tik...]vp Iie lcp

(i)  lcplspecce koji zadtoj lliplspectp Wht; llvp ... NPtj...whij...tik... lvpliplce
(i) [cplspecce koji zastoj Iliplspecip tik llvp ... wht;...whij...NPty... lypliplce
(iv)  *Icplspecce zastoj koj [liplspecip tik llvp ---wh; ...whtj...NPtg... lvpliplce

All four structures satisfy each of SuBJISuP, SUBJHUM and SORTSUP. SUBJSUP is
satisfied equally, since all constituents movable to SpeclIP are equidistant to it, all
within VP; SUBJHUM is satisfied in each because either koj ‘who’ or #i ‘to you’ is NP-
moved to SpeclP; finally, SORTSUP is satisfied in each because a) if koj is selected to
be in SpeclP (prior to any wh-movement), as in (i) and (ii), then koj is also leftmost
in overt syntax; or b) i is in SpecIP, as in (iii) and (iv), and either wh phrase is
equidistant to SpecCP, satisfying SORTSUP equally.

How then is (iv)—the unattested order—ruled out? STAY, in (43), selects (i)
over any of (ii) through (iv). While it is not clear how STAY is assessed, it is obvious
that example (i), with only two movements (one wh- and one NP-movement),
violates STAY less than any of (ii), (iii) or (iv) (which each undergo one extra wh-
movement). Thus, the unattested order in (iv) is ruled out. In addition, the fact that (i)
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is more optimal than either (ii) or (iii) is also an argument in favor of Grimshaw’s
(1993a) build-a-CP-only-when-necessary model (cf. nn. 16 and 17).

While we do not show the tableaux for (20) and (21) here, their distribution of

stars and checks is the same. We assume that the inaudible external argument
pronominal in (20) and (21) behave like /van in (16) and (37) (in the relevant
respects).
16 In the tableaux, we use whichever register (colloquial or literary) that
conveniently eschews any obfuscation caused by consecutive homophony. Note that
(38a-b) correspond to (16a-b) respectively, and that (16b) is bad, due to STARHOM (cf.
§4). This is controlled for in their colloquial counterparts in (27).

Recall from (16) that /van is clause-final on the surface. We rely on V-to-C
movement to yield the post-verbal position of Ivan. V-to-C occurs, however, only
when a CP is formed, which, under Grimshaw’s and our account, (cf. nn. 14 and 17)
only happens when SpeclP is non-wh. This supports Grimshaw (1993a) even more.
17 Since presenting this paper and circulating it in 1994 we have learned of
two other treatments of Slavic multiple-wh phenomena: Golden (1995) reports
multiple wh-extraction in Slovene; Przepiérkowski (1994) also finds that multiple
adjunct-wh phrases in Polish must be conjoined using i ‘and’ and reports Polish data
with the complementizer ze ‘that’ which suggest (to us) a SpeclIP analysis for the
subject wh phrase, along the lines of Grimshaw (1993a; 1993b); cf. nn. 14 and 16.
We have also learned of the following two Optimality-theoretic approaches to the
three-way wh-fronting typology in (49) through (51): Ackema & Neeleman (1995)
and Legendre er al (1995). These works have apparently arrived at their conclusions
independently. We refrain from entertaining these other works’ arguments here. For
posterity, however, we list these works below.
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Integrating Telicity, Aspect and NP Semantics:
The Role of Thematic Structure

Hana Filip
University of Rochester

0 Introduction

Slavic languages have a rich inventory of verb affixes that typi-
cally have syntactic and semantic effects on the argument structure of
the derived verb. Although verb affixes function as operators on verbs,
they often restrict the interpretation of certain nominal arguments in a
way in which determiners in a nominal construction do. This intriguing
fact has not been systematically described in the relevant literature. I
propose that verb predicate operators that determine the aspect (perfec-
tive and imperfective) of verb predicates also function as "lexical"
quantifiers (in the sense of Partee, 1990) over episodic predicates and
their arguments. In particular, they bind the variable introduced by the
Incremental Theme NP providing it with a quantificational force and/or
closely related notions, such as boundedness and definiteness.

The hypothesis, which is supported by the linguistic evidence
from Czech, draws on Krifka’s programmatic proposal (1986, 1989 and
1992) and the notion ‘Incremental Theme’ introduced by Dowty (1988,
1991), who in turn follows some proposals in Hinrichs (1985) and
Krifka (1986, 1989). The Incremental Theme is one of the contribut-
ing properties of the Proto-Patient role. It is characterized by its associ-
ation with the argument that influences the telic or atelic interpretation
of a given complex verb predicate.

My findings contribute not only to the reservoir of facts that sug-
gests that thematic roles are required in the statement of linguistic gen-
eralizations, but also they are directly related to the research on
quantification and semantic typology initiated by Partee, Bach and
Kratzer (1987). They propose that the variety of means by which
quantification is expressed in natural languages, can be divided into
two main morphosyntactic classes: D-quantification and A-
quantification. This distinction can be approximately described as a
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distinction between quantification expressed by determiners within NPs,
and quantification expressed by various non-NP means at the level of a
verb, a VP or a sentence. The class of A-quantifiers includes adverbs
of quantification, auxiliaries, affixes, for example.

1 The Czech data
1. 1 Definiteness and boundedness

The best examples for the influence of verb morphology on the
semantic properties of nominal arguments can be found in sentences
that contain undetermined mass and plural NPs that function as DOs,
as is shown in (1):

(1) a. ()b

PilI vino. VypilP vinho.
drank-SG wine-SG-ACC PREF-drank-SG wine-SG-ACC
‘He was drinking (the) wine.’ ‘He drank up (all) the wine.’

(1a) and (1b) contain the same undetermined mass DO-NP vino ‘wine’.
Formally, these two sentences only differ in aspect, marked on their
main verbs. Nevertheless, there is a significant difference in the
interpretation of their DO-NPs.

(1b) with the prefixed perfective verb vypitP entails that the event
ended when the Agent finished drinking all the wine. The speaker
presupposes that the hearer can identify the relevant portion of wine in
the discourse. In this most natural, single event, interpretation, vino
‘wine’ is bounded, referentially specific (or definite) and universally
quantified. This interpretation is often associated with the referential
use of definite descriptions in languages like English. This observation
is significant in the light of the fact that Czech, like most Slavic
languages, has no overt article system.

By contrast, (1a) with the imperfective verb pilI suggests that
there was an unbounded amount of wine. The unbounded meaning is
enhanced if imperfective sentence (1a) is used progressively. The use
of the mass DO-NP vino ‘wine’ here most closely corresponds to
English undetermined mass NPs or mass NPs with the unstressed parti-
tive determiner ‘some’.
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A similar interaction also takes place between aspectual operators
and undetermined plural DO-NPs, as is shown in (2a) and (2b):

(2) a. 2)b.

.Iedl] orechy. Sné'dlP orechy.
ate-SG nuts-PL-ACC PREF-ate-SG nuts-PL-ACC
‘He was eating (the) nuts.’ ‘He ate (all) the nuts.’

To summarize, the above examples show that the quantificational
and definiteness interpretation of undetermined mass NPs must be the
effect of verb aspect, since the above pairs of sentences minimally
differ in aspect marked on the verbs, there are no other expressions in
the environment of the undetermined mass NPs that could be responsi-
ble for this interpretation and undetermined mass NPs on their own are
standardly considered to be unbounded.

Although the correlation between perfective aspect with the
definite and universal interpretation of the DO-NP is well-known in
Slavic linguistics™, it has not been systematically investigated. In par-
ticular, the problem is to account for those cases in which the perfec-
tive aspect must be correlated with nominal arguments that are inter-
preted as bounded, referentially specific (definite) and universally
quantified (as in (1b) and (2b)), and also for those cases in which it
need not or even must not. The last case is illustrated in the follow-
ing pair of sentences, in which the difference in aspect is not neces-
sarily correlated with a different interpretation of DO-NPs. Crucially,
the DO-NP in perfective sentence (3b) does not have a referentially
specific and universally quantified interpretation:

() a. Sylel! hlasy na chodbé.
heard-SG voices-PL-ACC on corridor
‘He heard (some) voices in the corridor.’
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(3) b. Uslysel” hlasy na chodbé.
PREF-heard-SG voices-PL-ACC on corridor
‘He (suddenly) heard (some) voices in the corridor.’

1. 2 Quantification

In the previous section, it was observed that verb predicate opera-
tors have semantic effects that are comparable to those of articles and
to the quantifiers ‘all’ or ‘whole’ (universal) and ‘some’ (partitive). In
addition, verb predicate operators may have effects that are comparable
to other quantifiers, both strong and weak (cf. Barwise and Cooper
1981), and various expressions of measure and quantity. Two well-
known cases are illustrated by (4) and (5).

@) NapilP se kdvy.

PREF-drank-3SG REFL coffee-SG-GEN

‘He drank some coffee.’
The prefix na- in (4) nap:“tP se kdvy ‘drink some coffee’ functions as a
vague quantifier with respect to the object ‘coffee’, meaning approxi-
mately ‘the set of groups with at least n members each, where n
qualifies as a large number by some contextually relevant standard’. In
other words, the contribution of the prefix na- is close to the meaning
of the English vague quantifiers ‘many’, ‘much’, ‘a lot (of)’.

In (5) the prefix po- is responsible for the distributive reading that
concerns the subject argument:

(5) Sdlky se porozbijelyP v mycce.
cups-PL-NOM REFL PREF-broke-PL in dishwasher
‘(All) the cups broke in the dishwasher.” [one by one]

Quantificational phenomena comparable to those illustrated by the
examples in this section have only recently been noticed and described
in some non-Indo-European languages (cf. Partee, Bach, Kratzer, 1987,
Partee, 1990). - However, Slavic derivational verb affixes have not
been studied from the point of view of the current theory of
quantification. Yet the idea that derivational verb affixes convey vari-
ous quantificational and closely related notions is certainly implicit in
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the copious literature on ‘Aktionsarten’ (German for ‘manners of
action’), in the sense used in the traditional Germanic and Slavic
linguistics (cf. Agrell, 1908 and Isacenko, 1962, for example) with
reference to the categorization of the semantic contribution of indivi-
dual verb affixes to the meaning of derived verbs. The vast number of
studies on Aktionsart classes in this narrow mophological sense is a
virtual trove of invaluable observations that implicitly confirm the
existence of such effects (for the Czech data, see, for example, Petr
1986).

2 Previous approaches
2. 1 D-quantification and A-quantification

The observation that verb predicate operators seem to function as
determiners and various expressions of quantity and measure with
respect to nominal arguments is by no means unique to Czech and
other Slavic languages. Similar observations have been made in such
typologically distinct languages as Japanese (Takashi, p.c.), Hindi
(Singh 1991), Eskimo (Bittner 1991), American Indian languages (cf.
Jelinek 1988), Warlpiri and Gun-djeyhmi (cf. Partee 1990:16-17), to
give just a few examples.

Recent research on quantification initiated by Partee, Bach and
Kratzer (cf. Partee, Bach and Kratzer 1987; Partee 1990, and others)
has opened new fruitful venues for the investigation of this
phenomenon. They assume that NP quantification is not universal.
Quantificational phenomena in natural languages can be divided into
two main syntactic and semantic classes: D-quantification, which is
typically expressed in the NP with determiner quantifiers, and A-
quantification expressed at the level of the sentence or VP with sen-
tence adverbs (usually, always), "floated" quantifiers (each), auxiliaries,
affixes, "argument-structure adjusters”, for example. D- and A-
quantifiers with the same quantificational force differ in that the D-
quantifier counts individuals, whereas the corresponding A-quantifier
counts "cases" (Lewis 1975).

Partee (1990) illustrates the influence of verb morphology on
nominal arguments with the Czech prefix po-, as in pomalovat ‘to
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paint all over X’, ‘to cover X with paint’:

(6) PomalovatP stenu (hesly).

PREF-painted-SG = wall-SG-ACC (slogans-PL-INSTR)

‘He covered the wall (with slogans).’
The prefix po- has here a completive meaning that is "in a certain
sense quantificational but is certainly to be captured at a lexical rather
than a syntactic level” (Partee 1990:19). Another example of this type
of "quantificational mechanism" is Warlpiri example (7) with the parti-
tive preverb puta-:
(7) Ngapa o-ju puta-nga-nja.

water AUX-1sg PART-drink-IMP

‘Just drink some (not all) of my water!’

Any attempt at describing the influence of verb morphology on
nominal arguments should address the following two issues:

The first concerns the conditions under which a given verb predi-
cate operator extends its semantic effects over a particular nominal
argument or arguments.

The second concerns the non-compositional nature of the data (in
particular, in such examples as (2), (4) - (6)). They challenge the
hypothesis that the meaning of sentences can be derived in a systematic
way by appplying compositional semantic rules to independently
motivated syntactic structures.

In what follows I will focus on the partitive-holistic, bounded-

unbounded, definite-indefinite interpretation of nominal arguments that
is determined by verb aspect.

2. 2 Krifka
2. 2.1 Lattice theory and thematic roles

Krifka (1986, 1989 and 1992) proposes that the influence of verb
aspect on the interpretation of nominal arguments iepends on the lexi-
cal semantics of a certain classes of verb predicates®. He proposes that

the relevant predicates denote events that stand in a one-to-one relation
to one of their participants or objects”. The relevant object undergoes a
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gradual change of state in distinguishable consecutive stages and its
extent its intrinsically tied to the extent of the event.

To illustrate this point, take the following example. When we
drink a glass of wine, the quantity of wine in a glass gradually
decreases in lockstep with the progress of the drinking event. The
incremental change in the quantity of wine allows us to monitor the
progress of the drinking event. When the glass becomes empty, the
drinking event necessarily comes to an end. In short, the decreasing
quantity of wine in a glass is intrinsically tied to the delimitation of the
drinking event.

Krifka (1986, 1989 and 1992) formally represents this observa-
tion within an event semantics that is enriched with lattice structures.
He assumes that the domains of objects and events constitute two non-
overlapping sorts of c:,{)tities, each of which has the structure of a com-
plete join semi-lattice ".

For example, a NP like a glass of wine denotes a quantity of
wine that has various proper parts which are quantities of wine of vari-
ous sizes, none of which, however, is itself the main quantity denoted
by a glass of wine. On Krifka’s view, the part structure of the quantity
of wine is modeled as a lattice of objects. Similarly, an event denoted
by the VP drink a glass of wine has a part structure modeled as a lat-
tice of subevents, none of these is itself an event that is described by
the same VP drink a glass of wine. The intuition that we can correlate
the part structure of a glass of wine with the part structure of the event
of drinking that glass of wine in a one-to-one fashion is represented by
m of a homomorphic mapping between the two respective lat-
tices™.

Building on the independently motivated assumption that thematic
roles are relations between objects and events, Krifka introduces a new
thematic role, Gradual Patient, for objects that stand in a one-to-one
relation to events (e.g., objects denoted by NPs like a glass of wine in
drink a glass of wine). This amounts to the claim that a part of the
meaning of verbs like drink is modelled by means of a homomorphism
between algebraically structured denotations of the Gradual Patient
argument and the event. The single most important properties of the
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Gradual Patient that mediate between event and object are: the
mapping-to-events ("MAP-E") and mapping-to-objects ("MAP-O").
The former says that every part of the glass of wine being drunk
corresponds to a part of the drinking event. The latter says that every
part of a drinking of a glass of wine corresponds to a part of the glass
of wine.

The homomorphism hypothesis motivates not only the influence
of verb predicates on the interpretation of nominal arguments in Czech
and Polish (cf. Krifka 1986, 1989 and 1992), but also the converse
case, which is far more well-known, namely, the influence of nominal
arguments on the telic (bounded) and atelic (unbounded) interpretation
of VPs and sentences , as is shown in (8):

(8) a. Mary drank a glass of wine. telic

(8) b. Mary drank wine. atelic

Given that drink is a homomorphic predicate, in (8a) it maps the deno-
tation of its Gradual Patient argument, a glass of wine, into the event
of drinking a glass of wine. Since a glass of wine denotes a bounded
entity, the VP drink a glass of wine denotes a bounded event, as well.
Similarly in (8b), the mass NP wine gives rise to the unbounded
interpretation of the VP drank wine (cf. Krifka 1986, 1989 and 1992)

Krifka’s Gradual Patient role was adopted by Dowty (1989,
1991) under the label ‘Incremental Theme’. I will use Dowty’s term,
because it is widely accepted in the current research on thematic roles
and argument selection. Examples of verbs that take the Incremental
Theme argument are (cf. Dowty 1991:568ff.): build a house, write a
book, knit a pullover, destroy a presidential finding, eat a sandwich,
paint a house, polish a shoe, proofread an article, play a sonata; copy
a file, read a book, memorize a poem; enter, exit, reach, leave, depart,
abut, abandon; melt, emerge, submerge, deflate, bloom, vaporize,
decompose " .

2. 2. 2 Aspect, telicity and NP semantics

In order to motivate the influence of verb predicates on the
interpretation of nominal arguments in Czech and Polish (Krifka 1986,
1989 and 1992), Krifka makes two further assumptions in addition to
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the notion of ‘Gradual Patient’ (Dowty’s ‘Incremental Theme’) and the
formal apparatus within which it is embedded:

(i) Undetermined NPs in Czech are ambiguous between a definite
and an indefinite interpretation. This is captured by a syntactic rule ‘NP
— N’ that is associated with two semantic interpretations, a definite
and an indefinite one. For example, the Czech undetermined mass NP
viho is ambiguous between ‘wine’ or ‘the wine’. In the definite read-
ing, viho is bounded, while in the indefinite reading, it is unbounded.
Singular count NPs like hruska mean ‘a pear’ or ‘the pear’ and they
are bounded in both the definite and indefinite reading.

(i1) The perfective operator can only be applied to a bounded verb
predicate, while the imperfective operator to an unbounded one (cf.
Krifka 1989:187; 1992:50). In other words, perfective expressions are
telic and imperfective expressions are atelic.

Krifka’s explanation for the definite interpretation of undeter-
mined NPs with mass nouns in perfective sentences, such as (1b), is as
follows: The perfective aspect "forces" a bounded, or telic, interpreta-
tion of the complex verb predicate (cf. (ii)). Given the homomorphism
hypothesis, the verb predicate "forces” a bounded interpretation of the
NP associated with the Incremental Theme (cf. Krifka 1992:50). Since
undetermined NPs with mass nouns in Czech are by definition bounded
only if they also have a definite interpretation (cf. (i)), undetermined
NPs with mass nouns in perfective sentences, such as (1b), are definite.

Two main objections can be raised against Krifka’s compositional
account. First, the assumption that undetermined NPs in Czech are
ambiguous between a definite and an indefinite interpretation lacks
empirical motivation. Second, Krifka’s account is problematic, because
it presupposes the following equations: telic = perfective and atelic =
imperfective.

Despite its problems, Krifka’s is the most promising analysis of
the influence of aspect on nominal arguments in Slavic languages to
date. Building on Krifka’s proposal, I will outline an alternative
analysis of the Czech data that avoids the two problems that weaken
Krifka’s account.
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In what follows I will show, among other things, how my
account differs from Krifka’s. First, I draw a clear line between teli-
city and aspect. The categories of telicity and aspect are characterized
in terms of part-whole relations, and related concepts like boundedness,
that are grounded in the theory of mereology. Second, the
definite/indefinite distinction is orthogonal to the bounded/unbounded
distinction. Third, undetermined NPs in Slavic languages, and in other
languages that lack an overt article system, are not ambiguous between
the definite and indefinite interpretation. In such languages the
(in)definiteness category does not belong to the system of grammatical
categories, but rather the definite and indefinite readings arise as a
result of the interaction of a number of lexical and grammatical
categories and pragmatic principles of interpretation. That is, all
occurrences of undetermined mass and plural NPs are alike in terms of
syntactic structure and semantic interpretation.

3 Suggested analysis
3.1 General approach

(9) Hypothesis: Verb predicate operators function as quantifiers
whose scope extends over episodic predicates and their arguments.
They bind the variable introduced by the Incremental Theme NP and
provide it with quantificational force and related meanings.

Such predicate operators typically function as "argument-structure
adjusters” (cf. Partee 1990), as they have syntactic and semantic effects
on the argument structure of predicates to which they are applied. One
of their salient properties in Slavic languages, in particular, is to induce
aspect (perfective and imperfective) shifts.

Corollary 1: In the scope of a perfective operator, the variable associ-
ated with the Incremental Theme NP has a universal quantificational
force, meaning approximately ‘all (of a whole) x’. In the scope of an
imperfective operator, the variable associated with the Incremental
Theme NP has a partitive force, meaning approximately ‘part of x’.
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Corollary 2: Verb operators with idiosyncratic lexical meanings often
incorporate various kinds of quantificational meanings (e.g., distribu-
tivity, vague quantificational meaning ‘many’, ‘much’, ‘a lot (of)’) and
closely notions, which also constrain the interpretation of the variable
introduced by the Incremental Theme NP.

The description of the influence of verb aspect on the interpreta-
tion of nominal arguments proposed here exploits the following infor-
mation encoded in the lexicon:

1. thematic structure of verbs;

2. lattice-theoretic representation of objects and events;

3. semantic characterization of telicity and aspect

(perfective-imperfective);

4. inherent lexical semantic properties of nouns, in particular

their subcategorization on the basis of the distinctions

‘count/mass’, ‘singular/plural’ and ‘bounded/unbounded’.
This information is independently motivated and needed elsewhere in
grammar. As in many current approaches to syntax , I assume that
much of the information about the combinatorial properties of words is
encoded in the lexicon. Complex lexical information can be represented
as a taxonomic system of lexical types. It is organized on the basis of a
small number of word types in cross-cutting hierarchies that classify all
the words on the basis of shared syntactic, morphological, semantic
and pragmatic properties. The shared types of lexical information are
stated only once in a single place in the lexicon. This has the advan-
tage that the amount of idiosyncratic information stipulated in indivi-
dual lexical entries is significantly reduced, because we can factor out
from the individual lexical entries those properties that can be predicted
from their membership in lexical types.

3. 2 Characterization of telicity and aspect
3. 2. 1 Telicity vs. aspect

Examples like (10) in which telicity and aspect interact best illus-
trate the claim that we need to draw a clear line between these two
categories:
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(10) Psal! dopis.

wrote-SG  letter-SG-ACC

‘He was writing a/the letter.
The telic (or bounded) predicate psa’tI dopis ‘write a/the letter’ in (10)
describes a situation that involves a final state at which the whole letter
exists (result state). Following Krifka’s and Dowty’s proposal, the
telic nature of the predicate ‘write a/the letter’ is motivated by the
assumption that ‘write’ entails a homomorphism and the NP associated
with its Incremental Theme, ‘a/the letter’, is bounded.

If the imperfective operator were only app jcable to atelic (or
unbounded) verb predicates, as Krifka assumes -, then psdt dopis
‘write a/the letter’ in (10) would have to be atelic. Since the NP
‘letter’ is count (or bounded), this would contradict Krifka’s and
Dowty’s claim that bounded NPs associated with the Incremental
Theme give rise to the telic interpretation of verb predicates. To avoid
this contradiction, we could assume that singular count NPs (and
bounded NPs in general) that are linked to the Incremental Theme
undergo a ‘count-to-mass’ (or ‘bounded-to-unbounded’) shift in the
scope of the imperfective operator. Clearly, this would be counterintui-
tive and undesirable. Furthermore, imperfective sentences like (10) can
be used not only to convey incomplete events, but also, due to their
unmarked nature, completed events, that is, they can be used with the
completive meaning carried by aspectually marked perfective sentences.
All of this suggests that we need to abandon the claim that the imper-
fective operator is only applicable to atelic verb predicates.

»9

What we have in (10) is, of course, a manifestation of the well-
known ‘imperfective paradox’ (c .lDowty 1972, 1977, 1979) or ‘imper-
fective puzzle’ (cf. Bach 1986) ". A sine qua non of any adequate
aspect theory is to account for this paradox or puzzle. It can be sum-
marized in the following question: A given situation is part of a telic
(bounded) event type. How can we desribe its truth conditions if there
never was, is, or will be the corresponding whole telic event that the
situation is part of? The statement of truth conditions is further compli-
cated if the situation involves an object that comes into existence
throughout its course. That is, sentences like ‘John was writing a/the
letter’ entail no existential quantification over ‘a/the letter’, and such
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sentences can be felicitously uttered even if there never was, is, or will
ever the whole letter. Since Dowty (1972, 1979) various intensional
accounts have been proposed to account for the progressive construc-
tion in English and other languages. Krifka’s purely extensional
account that presupposes a ‘one-component’ theory of aspect (i.e.
telic=perfective and atelic=imperfective) cannot do justice to all the
complexities of the progressive.

2.2.2 Telicity

The telic/atelic distinction is often elucidated in terms of part-
whole relations, and such notions as boundedness, and by drawing
structural parallels to the spatial domain of objects (cf. Talmy 1978;
Talmy 1986; Bach 1986; and many others). Examples are given in the
following table:

TABLE 1
unbounded bounded
UNDETERMINED PLURAL AND MASS NP SINGULAR COUNT NP
apples anl/thelone apple
wine a glass of wine
ATELIC TELIC
Mary drank wine Mary drank a glass of wine
Mary was in New York Mary arrived

Such structural parallels are taken to reflect the parallels in the cogni-
tive structuring of space and time (cf. Talmy 1978; Talmy 1986).

It has often been observed12 that there is an affinity between the
properties of situations that have their counterparts in the spatial
domain of objects, on the one hand, and the mereological predicate
logic, on the other hand. Mereology (or the logic of part-whole rela-
tions) is based on a binary ‘part’ relation and a single operation of
forming a new individual out of several individuals. It provides a
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unified account of mass NPs, singular and plural count NPs and of cer-
tain properties of verbal expressions. According to Bach (1981:70),
telic situations "are antisubdivisible and nonadditive”, while atelic
situations "lack these properties”. Telic situations like an arriving are
antisubdivisible (cf. Bach 1981:70), for it holds that "no proper part of
one event can be an event of the same kind" (Bach 1981:70). Simi-
larly, bounded entities denoted by such NPs as an apple, five apples, a
glass of wine are antisubdivisible. This property is not shared by atelic
situations and unbounded entities. Two or more atelic situations, or
unbounded entities, of the same kind add up to one atelic situation, or
to one unbounded entity, of the same kind. Bach (1981:70) calls this
property additivity. The sum of two distinct telic situations, or bounded
entities, of the same kind is never a situation, or bounded entity, of the
same kind.

3. 2. 3 Characterization of Slavic aspect

As Bach (1986) proposed, mereological part-whole relations can
also serve as the basis for the characterization of aspect. The charac-
terization of telicity and aspect in terms of the same mereologically-
based concepts has the advantage that it allows us to motivate their
interaction in a straightforward way. Moreover, it allows us to incor-
porate aspect, in the sense of perfective-imperfective distinction, into
Krifka’s lattice-theoretic framework.

3. 2. 3. 1 Imperfective aspect

Leaving aside its habitual and iterative uses, the imperfective
aspect has two main contextually determined uses: progressive and
non-progressive (cf. Comrie 1976; Timberlake 1982, 1985).

Following Bennett and Partee (1972) and later researchers on
aspect, in particular Bach (1986), I assume that the characterization of
progressivity involves the notion of partitivity. Within an event seman-
tics that draws on the theory of mereology, Bach (1986) extends Link’s
(1983) lattice analysis of mass and plural NPs to the denotata of VPs
and sentences. Following Bach’s (1986) mereologically-based account,
the meaning of the progressive aspect (or the progressive use of the
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imperfective) can be captured in terms of a proper part relation: the
progressive requires that the denoted situation not be viewed in its
entirety.

In its progressive use, Slavic imperfective aspect overlaps with
the English progressive. Consider a sentence like (11):

(1) Psal’ dopis.
wrote-SG  letter-SG-ACC
‘He was writing a/the letter.’

The Slavic imperfective aspect is the unmarked member in the
aspectual distinction, that is, sentences with imperfective verbs can be
also used if the speaker intends to convey the fact that a certain event
took place "without an)i 3implication of progressive or habitual mean-
ing" (Comrie 1976:113) ~. In this non-progressive or durative (Timber-
lake 1982, 1985) reading, (11) can be felicitously used in a situation in
which it is understood by the interlocutors that the writing event was
completed. However, the explicit encc;ﬁing of this fact by means of
the corresponding perfective verb napsal’ is avoided, because it is con-
sidered irrelevant for the communicative purposes.

In sum, the usage range of the imperfective aspect not only
comprises progressivity, 1Hut it also covers what is typically conveyed
by the perfective aspect” . The imperfective aspect, including both its
progressive and non-progressive use, can be then characterized in terms
of a part-of relation. The ‘part-of’ relation is to be understood as ‘not
necessarily proper part of’, as the Slavic imperfective allows for the
denoted situation not to be viewed in its entirety.

(12) The imperfective operator has a partitive function
with respect to the situation denoted by a verb predicate in
its scope. We need to distinguish two cases:

(i) a ‘part-of’ relation is understood as ‘not necessarily
proper part of’, it allows for the denoted situation not to be
viewed in its entirety. (Example: the Slavic imperfective.)
(i1) a ‘part-of’ relation is understood as ‘a proper part of’, it
requires that the denoted situation not be viewed in its
entirety. (Example: the English progressive.)
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3. 2. 3. 2 Perfective aspect

Perfective verbs are bounded (or telic). According to the type of
boundary lexicalized by perfective verbs, we may divide perfective
verbs into three main classes.

A. Perfective verbs that focus on the tail end or (the crossing of)
the fi boundary of a full-fledged situation, as the prefix do- in
dopsat dopis ‘to finish writing a/the letter’.

B. Perfective verbs that encode the beginning of a situation
(inchoatives) in particular, if they are derived f[)om imperfective verbs
denoting atelic states and processes. In rozesmdt se ‘to start laughing’,
‘to burst out laughing’, the prefix roz- and the verb root denote an
event that comprises the initial boundary and phase of a slitua{'son
which itself can be denoted by the atelic imperfective verb smdt™ se .

These two classes suggest that in describing the semantics of per-
fectivity a distinction must be drawn between a situation leading up to
its inherent culmination phase or final blo6undary and a situation leading
up to the beginning of another situation .

C. Perfective verbs that are derived with affixes that have a func-
tion comparable to measure expressjons in the nominal domain. For
instance, the prefix za- in zaplavari> si ‘to have a [relatively short]
swim’ extracts a portion of the situation denoted by the simple imper-
fective verb plavar ‘to swim’. In addition, it also provides a quantita-
tive evaluation of the temporal duration of a situation. We may dub
this the bilateral delimitation of a situation or a portion-extracting
function (cf. Talmy 1986).

The characterization of perfectivity in terms ?f} the notion of a
boundary has a long tradition in Slavic linguistics '. It ties in with
another traditional characterization of perfectivity as indicating "
view of a situation as a single whole", as Comrie (1976:16) puts it
The connection is easy to see. By encoding the final-boundary of a
situation, perfective verbs evoke the rest of the situation. With perfec-
tive verbs that encode the initial boundary of a situation, we find that
the culmination phase/final boundary of a situation S, that leads up to
the beginning of a situation 5'2 is identical with the initial
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phase/boundary of SZ' Hence, in the case of inchoative perfective
verbs, the situation viewed ‘as a single whole’ is the situation at the
intersection of S, and S,. If a perfective verb indicates that a situation
took place within certain temporal boundaries, within a certain ‘meas-
ure of time’, all parts of a situation are presented as a single whole.
Following mainly Comrie (1976), I propose the following characteriza-
tion of the perfective operator:

(13) The perfective operator has a helistic function with

respect to the situation denoted by a verb predicate in its

scope.

3. 3 The perfective aspect and undetermined mass and plural
DO-NPs
3. 3. 1 The perfective operator and Incremental Theme

Let us go back to (1b). The prefix vy- serves here to derive the
perfective verb vypil' : with the meaning ‘to drink completely’, ‘to
finish drinking’ or ‘to drink up’. At the same time, the perfective
aspect can be viewed as a kind of universal quantifier with respect to
the variable introduced by the Incremental Theme NP ‘wine’. Notice
that we cannot assert without contradiction:

(14) *VypzlP viho z této sklenky, ale trochu viha v m jeste je.
*‘He drank up the wine fr(f’m this glass and yet there still is some

wine in lt

This strongly suggests that the perfective operator takes scope over
both the verb and Incremental Theme argument. If "HOL" stands for
the holistic meaning associated with the perfective operator, we can
roughly represent this situation as: HOL-V + Incremental. Theme =
HOL(V + Incremental. Theme)

3. 3. 2 Holistic meaning and boundedness

In general, if a situation (or an object) is viewed in its entirety,
there must be some limits imposed on its temporal (or spatial) extent, it
must be bounded. In short, ‘all of a whole (entity)’ requires a ‘whole
(entity)’. In the domain of the denotation of verbal predicates this



78
amounts to the claim that perfective predicates are telic (or bounded).

3. 3. 3 Homomniorphism

The observation that a perfective operator functions as a mogifier
of the NP vino ‘wine’ can be explained, if we assume that vypit ‘to
drink up’ is a homomorphic predicate mapping the described event and
its subevents into some quantity of wine and its subparts. Conse-
quently, if the perfective verb has a holistic, and hence bounded
interpretation, the Incremental Theme ‘wine’ must have a holistic and
bounded interpretation, as well.

Notice that in a Czech perfective construction with an undeter-
mined mass or plural NP linked to the Incremental Theme, the main
lexical verb alone carries both the information about aspect and telicity.
The verb alone determines the perfective interpretation of the sentence
and the quantificational interpretation of the Incremental Theme argu-
ment.

3. 3. 4 The correlation of bounded and definite interpretation

It is not the perfective aspect itself that requires that undetermined
mass and plural NPs linked to the Incremental Theme be definite (cf.
also Krifka, 1992). Rather the perfective aspect only requires that they
have a universal, ‘all (of a whole) entity’ interpretation. The ‘all (of a
whole) entity’ interpretation in turn presupposes the existence of ‘a
whole bounded entity’.

Just in case the Incremental Theme NP in the scope of a perfec-
tive aspect is an undetermined plural or mass NP, the assignment of
the universal or totality ‘all’/‘whole’ interpretation presupposes that
there is some contextually identifiable bounded referent that is asserted
to be completely subjected to the denoted event. Such a contextually
identifiable bounded referent will typically be high on an individuation
and a definiteness scale (but see comments on the contribution of the
prefix na- in section 3.3.6). This ultimately motivates the correlation
‘perfective aspect - definite Incremental Theme NP’, provided the
Incremental Theme NP is undetermined and unbounded.
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The contextually determined bounded or count use of mass nouns
‘may correspond to a ‘portion’ of the stuff denoted by them. This
interpretation is licensed if the speaker assumes that the hearer can
identify the relevant portion on the basis of the sentence-internal con-
text, the external context of the utterance or the discourse-level linguis-
tic context. The verb drink evokes the general knowledge that bever-
ages are usually packaged, served and consumed in containers--glasses,
cups, mugs, pots, bottles--which have a certain standard or conven-
tional size. For example, the count use of the mass noun ‘wine’ in
(1b) can be replaced by ‘glass of wine’, an individuator term indicating
the relevant portion (a kind of classifier) and a mass use of the noun.

The speaker who utters a sentence like (1b) may presuppose that
the hearer can uniquely identify a specific portion of wine in the
discourse. The definiteness or referential specificity in this highest
degree, however, is not always required. It is sufficient that the referent
of viho ‘wine’ in (1b) is a member of a certain identifiable set (cf.
Comrie 1981:128): it is the set of portions determined by conventional
containers in which wine is served. The speaker may presuppose that
the hearer knows that the referent is some individuated entity or other
in this set.

With plural nouns the contextually determined bounded sense
may not always be obvious. The reason is perhaps that we do not
always have an appropriate "classifier” or individuator term that would
provide us with a conventional way of referring to groups of books,
houses, applications, etc. If a perfective sentence requires that its
undetermined plural NP is bounded, because it is associated with the
Incremental Theme, and if the requisite bounded sense is not readily
identifiable, the whole sentence may sound odd. This oddity is
avoided, if the plural noun in question occurs in a construction with a
determiner, a prepositional phrase and/or a relative clause that expli-
citly restrict its domain of reference to a bounded set of individuals. In
the following examples, "#" indicates ‘acceptable, but not preferred or
frequent’:
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(15) a. Postavil‘P #domy | dva domy.
‘He built houses / two houses.’

(15) b. Napsal® #knitky I nékolik kniek pro déi.
‘He wrote books / several books for children.

(15) c. Napsal® #Zddosti | hodné Zddosti:
‘He wrote applications / a lot of applications.’

’

3. 3. 5. 1 The obligatory occurrence of the definite article

The claim that the perfective aspect is correlated with the
bounded and definite Incremental Theme argument can be supported
with the data from Bulgarian. In Bulgarian, the use of the enclitic
definite article -fo is _in such cases obligatory, as is shown in (16):

(16) Toj izpi

i *kafe ! kafeto.
he-NOM PREF-drank-SG *coffee-ACC / coffee-DF-ACC
‘He drank up (all) the coffee.’

Similarly, in a comparable English construction with the resultative
verb to drink up the definite article is required. Compare He drank up
*wine vs. He drank up the wine.

3. 3. 5. 2 Nominal arguments that are not linked to the Incremen-
tal Theme role

The hypothesis (9) correctly predicts that ‘voices’ in (17) does
not have a universal and definite interpretation. (17) cannot mean ‘He
(suddenly/unexpectedly) heard all the voices in the corridor.’

(17) Uslyself na chodbé  hlasy.

PREF-heard-SG  on corridor voices-PL-ACC

‘He (suddenly/unexpectedly) heard (some) voices in the corridor.’
The prefix u- serves to derive the perfective verb, which in turn contri-
butes the completive or holistic meaning to the interpretation of (17).
However, the perfective aspect of (17) does not function as a
quantifier with respect to the variable introduced by the DO-NP
‘voices’, because ‘voices’ is not associated with the Incremental Theme
role, but rather with the Stimulus role.



81

To take another example, in (18) the DO-NP ‘coal’ is associated
with the traditional Theme or Patient role, however, it is not the Incre-
mental Theme.

(18) Pr‘:ineslP ze sklepa uhli’
PREF-carried-SG from-PREP basement-SG-GEN coal
‘He brought (some) coal from the basement.’
Clearly, it is not the amount (or any other property) of coal that is int-
rinsically tied to the delimitation of the denoted motion event. The
‘object’ that stands here in a one-to-one relation to the event is the
Path. The prepositional phrase ‘from the basement’ indicates its begin-
ning. The holistic effect of the perfective operator concerns the Incre-
mental Path Theme. In other words, (18) entails that the whole Path
was traversed by the Agent. This explains why the perfective aspect
does not require the universal (‘all’, ‘whole’) and bounded interpreta-
tion of the DO-NP in (18).

Notice that unlike the examples given in (15), (17) and (18) are
perfectly acceptable, even though the plural DO-NPs ‘voices’ and
‘coal’ are undetermined. It should be emphasized that in both (17) and
(18), ‘voices’ and ‘coal’ can have a universal, bounded and definite
interpretation, but it will stem from other contextual factors than aspect
and verb semantics.

3. 3. 6 The bounded/unbounded distinction is orthogonal to the
definite/indefinite distinction

The assignment of a definite interpretation works in tandem with
the assignment of a universal (or holistic), and therefore also bounded,
interpretation to undetermined mass and plural NPs associated with the
Incremental Theme role. The correlation ‘perfective aspect - definite
Incremental Theme argument’ is weakened or preempted if it is not the
perfective aspect that is solely responsible for the holistic and bounded
interpretation of the Incremental Theme argument. A case in point is
the situation in which '

THE INCREMENTAL THEME NP IS HEADED BY AN INHERENTLY BOUNDED NOUN.
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(19) NapsalP novy dopis.
PREF-wrote-SG new-SG-ACC  letter-SG-ACC
‘He wrote a/the new letter.’

One possible motivation for this is as follows: Since dopis ‘letter’ is an
inherently bounded noun, we need not identify its referent in the
discourse in order to assign the holistic interpretation to it: that is, the
writing of all of its parts was completed. This opens up the possibility
for the NP dopis ‘letter’ in (19) to have an indefinite interpretation.
The fact that the bounded interpretation is compatible with both the
definite = and  indefinite  interpretation  suggests that the
bounded/unbounded distinction is orthogonal to the definite/indefinite
distinction.

Another case is the following one:

THE INCREMENTAL THEME NP IS A MEASURE NP.
(20) Vypil® $dlek kdvy | ldhev piva | jedno pivo.

‘He drank (up)/had a cup of coffee / a bottle of beer / one beer.’
Measure NPs like ‘a cup of coffee’ or ‘a bottle of beer’, ‘one [portion
of] beer’ are typically low in referential specificity. For example, we
do not usually talk about a specific yard, a pint of beer, a cup of coffee
(cf.: "the yard", "the pint of beer", "the cup of coffee"), we count such
entities, but we do not take an interest in them individually as discrete
particular participants in an event.

Finally, the requirement that the Incremental Theme NP must be
an undetermined mass and plural NP to be eligible for the definite
interpretation induced by the quantificational effect of the perfective
aspect is a necessary, but not a sufficient condition. Examples in
which such Incremental Theme NPs in the scope of perfective aspect
are not assigned a definite interpretation are the following ones:

DERIVATIONAL VERB OPERATORS THAT SERVE TO DERIVE PERFECTIVE VERB
FORMS INCORPORATE VARIOUS QUANTIFICATIONAL AND CLOSELY RELATED
NOTIONS.

(cf. Cgrollary 2 in (9)). Take, for example, the prefix na-, as in
nabrat’ vodu ‘draw (in) some water’, nachytar ryby ‘catch some
fish’, nasbirat' jahody ‘piﬁk some strawberries’, nasporit. penize
‘save some money’, napéct chleba ‘bake bread’, nasmazit livance
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‘make pancakes’, navyrdbéff spotfebni zbodi ‘produce consumer
goods’. The prefix na- here contributes the notion of gl?gual amassing
or accumulation to the meaning of the verb it modifies””. It functions
as a vague measure expression (‘large or sufficient quantity’) with
respect to the Incremental Theme argument. This can be shown by the
fact that the Incremental Theme can be modified with weak quantifiers
like ‘many/much’, ‘few/little’ and ‘some’ (cf. Milsark 1974). How-
ever, it cannot be modified with strong quantifiers like ‘every’, ‘each’,
‘all’ (cf. Milsark 1974) and with definite numeral specifiers, because
they clash with the notion of vague measure expressed by the prefix
na-. This is illustrated by (21):
(21) Nakoupit” hodné | ko$ / 2pét jablek.
PREF-bought-3SG a-lot-of / basket-SG-ACC/ ?five apples-PL-GEN
‘He bought a lot of / a basket of / five apples.’

The Incremental Theme argument of na-verbs is not only low on an
individuation scale, but also on a definiteness (contextual identifiability)
scale. For example, if a question like ‘Where did you buy these
postcards?’ introduces ‘postcards’ into the domain_ of discourse, we
cannot appropriately answer with the verb nakoupir' ‘buy’, because it
takes a DO-NP whose referent is relatively low on a definiteness scale.
Instca}, the appropriate answer would contain the perfective verb

koupit ‘buy’:

(22) "Nakouptlp /KoupzlP Jjsem v kiosku.
?PREF-bought-SG/bought-SG am-AUX them-PL-ACC in kiosk
‘T bought them in the kiosk.’

3. 4 The imperfective aspect and undetermined mass and plural
DO-NPs

3. 4.1 The imperfective operator and Incremental Theme

Both (1a) and (1b) contain a homomorphic predicate mapping the
event and its subparts into the object denoted by the Incremental
Theme ‘wine’ and its subparts. The only difference between (l1a) and
(1b) is in verb aspect. The homomorphism hypothesis motivates the
observation the imperfective operator functions as a partitive modifier
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with respect to the Incremental Theme argument. Schematically, this
can be represented as PART-V + Incremental Theme = PART(V +
Incremental. Theme). If an imperfective sentence like (1a) is used pro-
gressively, the Incremental Theme argument has a clearly partitive and
unbounded meaning, paraphrasable with ‘part of or ‘some’
(unstresssed). Given that the Incremental Theme ‘wine’ in (la) is
unbounded, (1a) is unbounded or atelic, as well.

3. 4. 2 The co-occurrence of the features ‘unbounded’ and
‘definite’

It is important to emphasize that the unbounded interpretation of
undetermined mass NPs does not preempt their definite interpretation.
For example, imperfective sentence (23) suggests that there was an
unbounded amount of wine that is clearly identifiable in the discourse:
(23) Pil vino, co mu jeho nevinavny hostitel stdle doléval.

‘He was drinking the wine that his tireless host kept pouring [into

his glass].’

Such examples provide further support for my claim that the
definite/indefinite distinction is orthogonal to the bounded/unbounded
distinction (see also section 3. 3. 6 for other examples). Furthermore,
they clearly invalidate Krifka’s suggestion to regard undetermined mass
NPs in Czech as ambiguous and to postulate the ‘indefinite and
unbounded’ meaning as one of their meanings.

3. 4. 3 Supporting evidence

3. 4. 3. 1 Nominal arguments that are not linked to the Incremen-
tal Theme role

The imperfective operator functions as a partitive modifier only
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