This is a reproduction of a library book that was digitized
by Google as part of an ongoing effort to preserve the
information in books and make it universally accessible.

Google books

https://books.google.com



https://books.google.com/books?id=qBtKAAAAYAAJ




Digitized by GOOS[C






FASL 15, 2006

sty of Virginia

TR




Michigan Slavic Publications is a non-profit organization
associated with the Department of Slavic Languages and
Literatures of the University of Michigan. Its goal is to
publish titles which substantially aid the study and teaching
of Slavic and East European languages and cultures. The
present volume, based on a conference held at the
University of Toronto, Toronto, Canada, in May 2006,
continues a series of conference proceedings devoted to
formal approaches to Slavic Linguistics.

Michigan Slavic Materials, 52

Series editor
Jindfich Toman
ptydepe@umich.edu



Annual Workshop on
Formal Approaches
to Slavic Linguistics

The Toronto Meeting
2006

edited by

Richard Compton
Magdalena Goledzinowska
Ulyana Savchenko

Michigan Slavic Publications
Ann Arbor 2007



collection © Michigan Slavic Publications 2007
individual contributions © authors

Library of Congress Cataloging-in-Publication Data

Workshop on Formal Approaches to Slavic Linguistics (15th : 2006 : Toronto, Ont.)

Formal approaches to Slavic linguistics. The Toronto meeting 2006 / editors, Richard
Compton, Magdalena Goledzinowska, Ulyana Savchenko. -- 1st ed.

v.cm. -- (Michigan Slavic materials ; vol. 52)

Revised and edited versions of papers presented at the fifteenth annual meeting of Formal
Approaches to Slavic Linguistics, held at University of Toronto, Toronto, Canada, May
12-14, 2006.

Includes bibliographical references.

Contents: Clitic reduplication in Bulgarian : towards a unified account / Olga Arnaudova and Iliana
Krapova -- A derivational approach to microvariation in Slavic binding / John Frederick Bailyn -- On
the clausal and NP structure of Serbo-Croatian / Zeljko Boskovic -- Why clitics cannot climb out of
CP : a discourse approach / Jakub Dotlacil -- Double object construction in Croatian : arguments
against appl / Martina Gracanin-Yuksek -- Possessive reflexives in Russian / Anna Grashchenkova
and Pavel Grashchenkov -- Parasitic gaps in Russian / Natalia Ivlieva -- (Non) D-linking at the
Macedonian left periphery / Slavica Kochovska -- An anti-intervention effect in Czech splits : an
argument for late / Mergelvona Kucerova -- On the structure and the distribution of negative concord
items in Slavic / Masakazu Kuno -- Polish nickname formation : the case of allomorph selection /
Anna Lubowicz, Nathan Go, Nancy Huang, and Sara Mcdonald -- Last-conjunct agreement in
Slovenian / Franc Marusic, Andrew Nevins and Amanda Saksida -- On the grammaticalization of the
‘have'-perfect in Slavic / Krzysztof Migdalski -- Micro-variation in clitic-doubling in the Balkan
Slavic dialectal continuum / Olga Miseska Tomic -- Split phrases in colloquial Russian : a corpus
study / Asya Pereltsvaig -- The syllable is not a valid constituent : evidence from two Serbo-Croatian
language games / Olivier Rizzolo -- Multiple WH relatives in Slavic / Catherine Rudin -- The
functional structure of imperative phrase markers : evidence from adult and child Slovenian
imperatives / Dominik Rus -- The syntactic properties and diachronic development of postnominal
adjectives in Polish / Pawel Rutkowski -- On the status of word-initial clusters in Slavic and
elsewhere / Tobias scheer -- Jer vowels in Russian prepositions / Olga Steriopolo -- Another look at
multiple WH-questions in Czech / Anne Sturgeon -- Nothing wrong with finite T : non-agreeing
accusative impersonal sentences / Luka Szucsich -- Possessives within and beyond NPs / Helen
Trugman -- Subjunctive complements of modal verbs in Bulgarian and Macedonian / Valja
Werkmann.

ISBN 978-0-930042-97-4 (pbk. : alk. paper) 1. Slavic languages--Grammar--Congresses. 1. Compton,
Richard. II. Goledzinowska, Magdalena. III. Savchenko, Ulyana. IV. Title. V. Title: Toronto
meeting 2006. .

PG59.W67 2006
491.8'045--dc22 2007014906

Michigan Slavic Publications

Department of Slavic Languages and Literatures
University of Michigan

3040 MLB, Ann Arbor, MI 48105-1275
michsp@umich.edu

www.lsa.umich.edu/slavic



Preface

Many individuals and organizations contributed to the success of FASL
15. Aside from the stimulating presentations and a great audience, we
also had fun! We would like to acknowledge the generosity of everyone
who participated in coordinating the meeting and the proceedings.

The conference was organized by Magdalena Goledzinowska and Diane
Massam from the Department of Linguistics and Christina Kramer from
the Department of Slavic Languages and Literatures. Ulyana Savchenko
shared in the administrative responsibilities and Richard Compton
designed and maintained the website at www.chass.utoronto.ca/fasl15/.

The following organizations provided generous financial support for the
conference: the Social Sciences and Humanities Research Council of
Canada, the Faculty of Arts and Science at the University of Toronto, the
Slavic and East European Language Resource Center at the University of
North Carolina at Chapel Hill and Duke University, St. Vladimir Institute
in Toronto, the Radovan I. Matani¢ Bookstore in Toronto, Erudit Russian
Books in Toronto, the Department of Linguistics and the Department of
Slavic Languages and Literatures at the University of Toronto.

We are greatly indebted to the late Professor Ed Burstynsky from the
Department of Linguistics at the University of Toronto, without whose
support we could not have enjoyed the feast that was the lunch at the St.
Vladimir Institute. A great linguist, teacher and member of the Ukrainian
community in Toronto, Ed is missed by countless numbers of colleagues,
students and friends.

FASL 15 could not have happened without the time and energy of our
student volunteers. A big thank you goes to Michael Barrie, Sandhya
Chari, Sarah Clarke, Benjamin Flight, Chiara Frigeni, Amanda Greber,
Catherine Macdonald, Vladislav Malik, Vanessa Shokeir and Tanya
Slavin.

We are also grateful for the musical performance by F-Zero, an
interdepartmental band of linguists and language enthusiasts. It is thanks



to them that the Saturday reception included so much dancing. Thank you
to Sarah Clarke, Elizabeth Cowper, Daniel Currie Hall, B. Elan Dresher,
Manami Hirayama, Rebekah Ingram, Bridget Jankowski, Christina
Kramer, Michael Szamosi and Ruth Szamosi.

The FASL-15 presentation sessions were chaired by Gabriela Alboiu,
Olga Arnaudova, Maria Babyonyshev, Michael Barrie, John Frederick
Bailyn, Elizabeth Cowper, Hana Filip, Stephanie Harves, Daniel Currie
Hall, Diane Massam, Keren Rice and Catherine Rudin. Thank you for
keeping the sessions running smoothly!

Thank you also to Keren Rice, Bill Forrest and Mary Hsu for their support
and advice during the preparation of the conference.

We received 70 abstracts and accepted 28 for presentation, along with
three invited talks.

We would like to gratefully acknowledge our reviewers who contributed
their time and expertise to both the abstract selection process and the
review of the submitted papers. They are: Gabriela Alboiu, John Alderete,
Olga Arnaudova, Maria Babyonshev, John Frederick Bailyn, Michael
Barrie, Christina Bethin, Loren Billings, Zeljko Boskovié, Wayles
Browne, Barbara Citko, Elizabeth Cowper, Catherine Crosswhite, M.
Cristina Cuervo, Elan Dresher, Katarzyna Dziwirek, Hana Filip, Frank
Gladney, Lydia Grebenyova, Peter Hallman, Stephanie Harves, Tania
Ionin, Michela Ippolito, Darya Kavitskaya, Alexei Kochetov, James
Lavine, Ora Matushansky, Krzysztof Migdalski, Roumyana Pancheva,
Barbara Partee, Asya Pereltsvaig, Maria Polinsky, Gilbert Rappaport,
Milan Rezag, Keren Rice, Susan Rothstein, Catherine Rudin, Irina
Sekerina, Mila Tasseva-Kurktchieva, Sergei Tatevosov and Edwin
Williams. The contribution of the reviewers was invaluable.

The review process was facilitated by PASHA, a web-based application
developed by Ezra van Everbroeck in order to handle access to and review
of abstracts and drafts. Eric J. M. Smith was invaluable in setting up and
modifying PASHA to our needs. :



Finally, we would like to thank Jind¥fich Toman and Rachelle Grubb from
Michigan Slavic Publications for handling the printing process and their
advice on editing the volume.

With our best wishes,

The Editors,

Richard Compton
Magdalena Goledzinowska
Ulyana Savchenko

Department of Linguistics
University of Toronto
Toronto, Canada
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Clitic Reduplication in Bulgarian:
Towards a Unified Account’

Olga Arnaudova
University of Ottawa

lliana Krapova
University of Venice

In this paper, we argue that clitic reduplication in Bulgarian (often
referred to as ‘clitic doubling’ and considered to be a unitary phe-
nomenon) is not optional or linked exclusively to topicality and
specificity, as previously claimed, and that there is a need for empirical,
structural, and conceptual re-analysis of the conditions that license this
phenomenon. More precisely, we argue that Bulgarian possesses a
genuine Clitic Doubling (CD) construction, which exhibits many of the
properties of its Romance counterpart with the difference that in
Bulgarian CD is found predominately with Experiencer predicates, as
illustrated in (1):

(1) a. Ivan *(go) boli  garloto.

Ivan himcpacc aches throatpgr ‘Ivan’s throat aches’
b. Nalvan *(mu)  xaresa filmat.
toIvan himcp.r liked filmpgr ‘Ivan liked the film’

(lit. ‘The movie appealed to Ivan Ivan’)

* Note that the title of the paper contains the preposition fowards. This means that
we will not be aiming at actually arriving at a unified analysis of what we here
call clitic reduplication. Rather, we will posit the more modest and empirically
motivated goal of carefully distinguishing several clitic reduplication
constructions, which are generally lumped together in the already quite vast
literature on this topic in Bulgarian. We thank the audience of FASL 15 and the
reviewers for their helpful comments.



2 OLGA ARNAUDOVA

Following an already quite solid tradition in the generative literature
(Belletti and Rizzi 1988, Anagnostopoulou 1999, among others), we show
that the Experiencer argument, whether dative (prepositional) or
accusative, displays subject-like properties and hence qualifies as a quirky
subject. We also provide ample evidence that Experiencer objects, unlike
topicalized/dislocated constituents which are located in some A’-position
within the CP domain, seem to occupy an IP/TP-internal A-position. We
consider this to be an important step towards teasing apart genuine clitic
doubling as illustrated in (1) from other superficially similar constructions
involving doubling clitics, such as the Topic/dislocation constructions
shown in (2):

(2) a. NaMaria ne sim kazval  nisto.
to Maria NEG Aux hercpac told nothing
lit.“To Mary, I have not told her anything.’

b. Ne sim ] kazval  nisto na Maria

NEG Aux hercia. told nothing to Maria
lit.‘I have not told her anything, to Mary.’

1 Preliminary Discussion

In the literature on Bulgarian, ‘clitic doubling’ has been associated with
various features such as Case disambiguation and marked word order
(Nicolova 1986:55, Popov 1962), definiteness (Cyxun 1962, Ivancev
1978), specificity (Avgustinova 1997: 92-95), Topicality (Leafgren 1997,
Guéntcheva 1994), emphasis (Rudin 1986: 17-18), and argument satura-
tion (Arnaudova 2002). (Compare also the discussion in Jaeger and
Gerassimova 2002.) More recently, it has become clear that no single
feature can be held responsible for the vast range of reduplication
environments, and it has been proposed that the phenomenon relies rather
on some combination of features such as specificity and topicality (as in
e.g., Tomi¢ 2000, cf. also Franks & King 2000), or Topicality and Case
(Schick 2000). Different proposals outline how these two features can be
tied up either to Case checking by the clitic within the clause (Rudin
1997, Tomi¢ 2000, Franks & Rudin 2005), or to discourse factors
involving (sometimes) a separate Topic projection (e.g. Rudin 1986).
Question-answer pairs of the type in (3)-(4) show, however, that with
Experiencer predicates the associate of the clitic can be focused, since it
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can serve as an answer to a wh-question. This would be unexpected under
a view that reduplication is exclusively linked to topicality.

(3) Nakogo *(mu) stana  zal?
to whom himcy pa g0t3sG pity
‘Who felt sorry?’
(4) [ Nadeteto] *(mu) stana zal. / Stana *(mu) Zal [f na deteto].
to childpgr  himcy, pa gotisg plty / gotssg himc pac plty to child pgr
‘The child felt sorry.’

In addition, it can easily be seen that specificity and topicality are
sufficient but not necessary conditions on doubling, since firstly,
postverbal definite or indefinite specific constituents are often not
reduplicated, cf (5):

(5) Maria §te zanese kufara/edin kufar.
Maria  will  bring suitcasepgr /one suitcase
‘Maria will bring the suitcase/one suitcase.’

and secondly, although reduplication is more frequent in the preverbal
domain, it is not the case that all preverbal (definite) Topic elements need
to be reduplicated, cf. (8), and Krapova (2002), Arnaudova (2002, 2003):

(6) Kufara Ste donese  Maria.
suitcasepgr will bring;sg Mary
lit. “The suitcase, Mary will bring.’

Additionally, there are a number of left-right asymmetries that need to
be taken into account. For example, reduplication of indefinites seems
prohibited or highly marginal in the postverbal domain, regardless of
intonation, while it is perfectly possible, and sometimes preferable, in the
preverbal domain. This is illustrated in the following pairs of examples,
featuring the indefinite marker ‘edin’ (7), distributive phrases (8), and
quantified phrases (9). ((7) and (9) are taken from Asenova 2002: 114):

(7) a. Edna prikazka ja razkazvaSe  vsjaka veder.
one story itcpacc Was telling every evening
lit.‘One story he/she was telling it every evening.’
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b. * Razkazvase ja edna prikazka vsjaka vecer..
was telling  itcp acc @/one fairy tale every evening

(8) a. Na vseki §te mu napiSa  pismo.
toeveryone  will him ¢ pa write;sg letter
lit. ‘To everyone, I will write him a letter.’

b. 27 Ste mu napisa pismo na vseki

will  him ¢ py Write;sg  letter to everyone

(9) a. Petglarusa kak da gi nasitia s  xljab
five seagulls how MOD themcy a.. feed up;sg with bread
i sirene?
and cheese
lit.‘Five seagulls, how should I feed them up with bread and
cheese?!’
b. *Kakda gi nasitia s xljab i sirene pet
how MOD themcy ac. feed up;sg with bread and cheese five
glarusa?
seagulls

What we want to show in the next section is that Bulgarian possesses
a genuine clitic doubling construction with well-defined properties, as can
be inferred by a number of tests. This construction is to be strictly
distinguished from Topicalization/dislocation constructions, also
involving a clitic. Following again plausible comparisons with Romance,
we reserve for the latter the terms CLLD (Clitic left dislocation) and
CLRD (Clitic right dislocation), which reflect the position of the
reduplicated element in the left or the right periphery, respectively (cf.
Cinque 1990, Rizzi 1997, Samek-Lodovici 2005, Arnaudova 2002,
Krapova 2002).

2 Genuine Clitic Doubling: Classes of Predicates Requiring
Obligatory Doubling

In contrast with Romance, and similar to Modern Greek
(Anagnostopoulou 1999), Bulgarian CD is found predominantly although
not exclusively with Experiencer predicates belonging to class 2
(preoccupare-frighten) and to class 3 (piacere-appeal to) of Belletti and
Rizzi’s (1988) original classification of psych constructions. Most
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Bulgarian Experiencer predicates seem to belong to class 3, but there are
also quite a few in class 2.' The two types are illustrated in (10) and (11)
which also show that in both of them reduplication of the Experiencer is

obligatory’:

! For the sake of convenience, in this paper we will not distinguish between the
various types of psych constructions. A full list of these predicates which include
verbs, non-agreeing adjectives and nouns, is provided in Krapova and Cinque (to
appear). Here we limit ourselves to some representative examples:
A) Psych and physical perception predicates with Dative Experiencers:
a) Verbs: xaresva mi ‘it appeals to me’, domdcnjava mi ‘1 feel sad’, lipsva mi ‘1
miss’, dosazda mi ‘it bothers me’, doskucava mi ‘1 feel bored’, xrumva mi ‘it
occurs to me’, prilosava mi ‘feel faint’, etc. (RoZnovskaya 1959: 413; 1971, 229-
230; Manolova 1979: 147).
b) Adjectives: skucen/skucno mi e ‘I find him/it boring’, mdcen mi e ‘I find it
difficult’, etc. loso mi e ‘1 feel faint’, studeno mi e ‘I am cold’, toplo mi e ‘I am
hot’, etc. (Maslov 1982: 291-292);
c) Adverbs: dobre mi e ‘1 feel good’ (lit. ‘well to me is’), zle mi e ‘I feel bad’, etc.
d) Nouns: Zal mi e ‘I feel sorry’ (lit. ‘pity to me is’), etc.
B) Psych and physical perception predicates with Accusative experiences:
a) Verbs: mdrzi me/ domdrzjava me ‘1 feel lazy’, trese me ‘T am feverish’, etc.
b) Nouns: jad me e ‘1 am mad’, sram me e ‘I am ashamed’, strax me e, ‘I am
afraid’ etc.
C) Psych predicates with (inalienable) possessor Datives: olekva mi (na sérceto)
‘my heart lightens; I feel relief’, etc.
D) Psych predicates with (inalienable) possessor Accusatives: boli me (glavata)
‘my head is aching’, sviva me (sirceto) ‘my heart is aching’, proboZda me ‘I have
a shooting pain’, etc.
E) Predicates in the feel-like construction:
a) spi mi se ‘I feel like sleeping’; pie mi se ‘I feel like drinking’, efc.
b) idva mi da ‘1 almost feel like/I have the urge’, pisna mi da ‘1 am sick of’.
2 This applies to the predicates listed in fn. 1 which are all stative and which will
be the focus of our attention. Class 2 predicates contain also transitive verbs, as in
(i) below, but they will not be discussed here. Interestingly, such predicates
receive a stative or an agentive interpretation (cf. Slabakova 1996), and
reduplication seems to be sensitive to the position of the Experiencer:
(i) a. Filmat podrazni/jadosa/razvalnuva/uzasi Ivan.

filmpgr irritated/angered/moved/horrified Ivan

‘The film irritated/made angry/moved/horrified Ivan’
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(10) Ivan *(go) boli/  sarbi/ S$tipe garloto. class 2
Ivan him cpacc  ache;sc/itchssg/pinchssg throatper

‘Ivan’s throat aches/itches/pinches’

(11) Nalvan *(mu) xaresa/ doskuca filmat. class 3
tolvan  himcrpar likedssg/boredssg filmpgr
‘Ivan liked/was bored by the film’
(lit. “The movie appealed to Ivan’/‘The movie bored Ivan’)

As noted in Slabakova (1996), the two classes of Experiencer
predicates have a common thematic structure, involving a Cause of the
Emotion/Theme syntactically realized as Nominative (hence a
Nominative Theme), and differ in the Case realization of the Experiencer
(the Recipient of the Emotion), which with class 2 verbs is syntactically
realized as an accusative object, cf. (13), but with class 3 verbs as a dative
(prepositional) object, cf. (14).

Following an already quite solid tradition in the generative literature
(Belletti and Rizzi 1988, Anagnostopoulou 1999, among others), we show
below that the Experiencer argument, whether dative or accusative,
displays subject-like properties and hence qualifies as a quirky subject. It
is precisely this structural property of the Experiencer that we want to
correlate with obligatory CD and in order to do that, we will first review
some arguments which show that Experiencer objects are not dislocated
constituents in an A’-position, but rather seem to occupy an IP/TP-
internal A-position.

2.1. Dative Experiencers

In this subsection, we consider the syntactic behaviour of Dative

Experiencers. In the next subsection (2.2), we show briefly that the

conclusions reached here fully apply to Accusative Experiencers as well.
Consider first word order facts and recall the left-right asymmetry

b. Ivan *(go)  podrazni/jadosa/razvilnuva/uzasi filmat.
Ivan himc . irritated/angered/moved/horrified filmpggp
‘Ivan got irritated/angry/moved/shocked by the film’
* A number of additional class-internal differences have to do with the presence
vs. absence of an overt Theme, as well as with the types of Theme (e.g., PPs) and
their exact semantic import, but since such details are beyond the scope of the
paper, we will leave them aside.
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noted in (7)-(9) above with respect to topicalized constituents. No such
asymmetry is found in the Experiencer construction. In fact, the
construction is completely reversible, as shown in (12a-b): either the
Theme or the Experiencer can be preposed, the order in (12a) being the
unmarked order.

(12) Exp DAT -V-Theme NOM

a. Na Ivan mu omrazvat/xaresvat filmite.*
to Ivan him ¢ par boregpL/appeapr filmspgr

Theme NOM-V-Exp DAT

b. Filmite mu omrazvat/xaresvat na Ivan.

filmspgr him ¢ par borespy / appealsp. to Ivan
‘Films bore/appeal to Ivan.’

A second piece of evidence for treating Experiencer Datives as filling
a position distinct from that of topicalized datives comes from the fact that
in Bulgarian, as in other languages (e.g., Italian, Belletti and Rizzi 1988:
337, and Modern Greek, Anagnostopoulou 1999: 69) there are contexts
where Experiencer fronting is perfectly fine, while fronting of a dative
object of a transitive verb, which is an instance of left dislocation, is quite
marginal. Two such cases are provided by the adverbial and the relative
clauses illustrated below.

(13) ?? Vsikki se pritesnixa, zaStoto na Ivan (mu) pomaga Petar.
all gotworried because to Ivan himcpar helpssg Peter
‘Everybody got worried because Peter was helping Ivan.’

(14)  Vsikki se pritesnixa, zastoto na Ivanmu  dopada lingvistikata.
all got worrried  because to Ivan himcy p.r appeal;sglinguisticsper
‘Everybody got worried because Ivan likes linguistics.’

(15)  Vsicki se pritesnixa, zastoto Ivan predpocita lingvistikata.
all got worried because Ivan prefer;sg  linguisticspgr
‘Everybody got worried because Ivan prefers linguistics.’

4 Note that the Nominative Theme need not be definite, and can be also indefinite
(specific or not), or bare. Cf. (i):
(i) a. Nalvanmu xaresvat edni filmi (za vojnata) /filmi
to Ivan him¢p,r appeal;pp  some films about warpgg/ films
b. Edni filmi (za vojnata) mu xaresvat na Ivan.
some films about warpgr hime, p,; appealsp. to Ivan
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(16) 7? Knigite, deto na Ivan (mu) dadox, namensami  sku¢ni.
books pgr that to Ivan himcypar gave;sg to me are mec, par boring
“The books I gave Ivan are boring for me.’

(17) Knigite, detonalvanmu xaresvat, na men sa mi skuéni.
books pgr that to Ivan himcy par appealsp. to me are mec, p,r boring
‘The books Ivan likes are boring for me.’

(18) Knigite, deto Ivan ¢ete, na mensa mi skuéni.
books per that Ivan read;sg to me are mec p.; boring
‘The books Ivan is reading are boring for me.’

As seen above, Dative Experiencers in (14) and (17) pattern with
structural subjects in (15)-(18), and not with dislocated phrases, (13)-(16).
According to Belletti and Rizzi (1988), the degraded status of examples
like (13) and (16) is due to a discourse-motivated difficulty of topicalizing
the indirect object in because-clauses, and of extracting some other phrase
across it in relative clauses.

Next, consider the co-occurrence of bare quantifiers and indefinites
with clitic structures. There is a sharp difference in grammaticality
between left-dislocating and Experiencer fronting of a negative quantifier,
as the contrast in (19) shows. The same holds for other bare quantifiers
like the indefinite njakoj ‘someone’, edin ‘one’, etc. (not shown here):

(19) a. *Nanikogone  sdm mu pisal.’ CLLD
to nobody NEG am himCLDAT written
‘To nobody have I written.’

b. Nanikogone mu xaresa pismotomi.  Exp
to nobody NEG himcipar appealedssg letterpgr my
‘Nobody liked my letter.’

(19a) is hardly surprising given the robust cross-linguistic restriction on
quantifiers to function as topics and consequently, to appear in the Clitic
Left Dislocation construction. Interestingly, if the quantifier is an
Experiencer object, no restriction shows up, which once again points
towards its non-dislocated clause-internal status.

Perhaps the strongest argument for (quirky) subjecthood of Experi-

T 5 As expected, the example becomes grammatical when the clitic is removed,
since in this case the DP is focus-moved and as is well-known, focus is
compatible with quantifiers.
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encers comes from Control (Legendre & Akimova 1994: 290 for Russian,
Anagnostopoulou 1999: 70 for Greek, Landau 2003: 84-90 for Japanese
referring to Perlmutter 1984, and French, among others).

Bulgarian possesses non-agreeing (in person features) adjunct and
gerundive constructions, which are perhaps one of the very few instances
of Control structures in that language.

(20) a. [PRO;; vece razbral istinata], Ivan; samo podade telegramata
already learnedprr truthpgr Ivan only handedssg telegrampgr
na Petar; i pro; vednaga pripadna,;.
to Petir and immediately faintedssg.

‘Now that he has learned the truth, Ivan just handed the telegram
to Peter and fainted immediately.’

b. [PRO;»; vlizajki v stajata], Ivan;samo podade telegramata
enteringggg into room pgr Ivan only handed;sg telegram pgr

na Petdr; i pro; pripadna.
to Petdr and faintedssg

‘Upon entering the room, Ivan just handed the telegram to Peter
and then fainted.’

(21)a. [PRO;svete razbral istinata], na Petir; Ivan; samo
already learnedpgrr truthper to  Peter  Ivan only

mu podade  telegramata. i pro;  pripadna.

himc; p, handedssg telegrampgr and fainted;sg
b. ?2[PRO;»; vlizajki v stajata], na Petér; Ivan; samo mu

enteringggr into roompgr to Peter Ivan only himgipar

podade telegramata i  pro; vednaga pripadna.
handed;sg telegrampgr and immediately fainted;sg

(22) a. [PRO;»;vete razbral istinata za nego], na Ivan; zapo¢na
already learnedpgy truthpgr about him to Ivan beganssg

vse poveCe da mu dopad  Petar;.
still more  MOD himcpat appeal;sg Peter

‘Now that he has learned the truth about him, Ivan began liking
Peter more and more.’
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b. [PRO;»; besedvajki  pootdelnos  kandidatite], na Ivan;
conversingger separately with candidatespgr to Ivan

naj-mnogo ot vsicki  mu dopadna Petar;
most of all himc pat appealed;sg Peter.

‘Having talked to each of the candidates, Ivan liked Peter most of
all”’

(20a&b) show that in regular transitive sentences, the matrix subject but
not the matrix indirect object may control the adjunct/gerundive clause.
This difference persists when the indirect object is left-dislocated
(21a&b). By contrast, Dative Experiencers, similarly to structural
subjects, can act as controllers, (22). Nominative Themes, on the other
hand, seem to be impossible controllers, regardless of their surface
position, and hence seem to behave like structural objects.®

2.2 Accusative Experiencers

Recall that Bulgarian also possesses Accusative Experiencers and belongs
to the class of languages (Modern Greek, Icelandic, Faroese) in which
Experiencers can appear in any case (Landau 2003: 77). If we apply the
tests to Accusative Experiencers, i.e. to Experiencers in psych con-
structions with accusative clitics, we get practically the same results as
with Dative Experiencers. The cluster of properties illustrated below lead
us to consider Accusative Experiencers as quirky subjects.

¢ This peculiarity of Bulgarian seems to be shared by Greek (as can be seen by

the data in Anagnostopoulou 1999), but not by other languages, like Italian,

Japanese (Perlmutter 1984) and French (Landau 2003: 87-9), where both the

Dative Experiencer, and the Nominative subject (the Theme) can act as

controllers, especially when participle agreement in the adjunct clause forces

choice of controller. In Bulgarian, manipulating participle agreement and
changing the Nominative Theme to match with the participle in gender does not
bring about a change in Control possibilities and produces ungrammaticality.

(i) * [PRO; ve¢e razbrala istinata za nego], na Ivan zapo¢na vse povece
already learnedprtrem truthpgr about him to Ivan began;sg still more
da mu dopada Marija;

MOD him¢par appeal;sg  Mary
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Word order: AccExp -V- Theme NOM and Theme Nom -V- AccExp

(23) a. Petaréo g0 boli garloto/garlo.
Little Peter him ¢ pa achessg throatpgg/throat
b. Garloto/garlo go boli  Petérco.

throatpgg/throat him cLpa  achessg Little Peter
‘Little Peter has a sore throat’

Accusative Experiencers vs CLLD
(24) a.7?Vsicki se pritesnixa, za$toto Marija ja srestnal Ivan.
everybody worried because Mary hercpacc metg,q Ivan.
lit.‘Everybody got worried because [they say] Mary, Ivan met her’

b. Vsicki se pritesnili, za$toto Marija ja zaboljal
everybody worriedg,;q because Mary hercy s started-to-acheg,iq
koremit.
stomachpgr
‘Everybody got worried because [they say] Mary got a stomach ache’
(25) a.??0nezi, deto  Ivan (go) ¢akat, sa negovite studenti.
those that Ivan himcpacc  Waitspy, are hispgr students
‘Those [people] that are waiting for Ivan are his students’
b. Onova,deto Ivan go boli naj-mnogo, e dusata.
that that Ivan  him o 4. aches;sg most is soulpgr

‘What hurts Ivan most is his soul.’

Accusative Experiencers and bare quantifiers/indefinites are fine:
(26) a.*Nikogo ne go sre§tnax po patja nasam. CLLD
nobody NEG himciacc metisg  on waypgr here
‘I met noone on my way here’
b.*Njakogo go sre§tnax po patja  nasam.
someone himcy acc met;sg  on waypgr here
‘I met someone on my way here’
(27) a. Nikogo ne g0 boli  glavata. Exp
nobody NEG himcpace achessg headpgr
‘Nobody has a headache’
b. Njakogo maj go boli  glavata.
somebody perhaps himcpacc ache;sg headpgr
‘Perhaps someone has a headache.’
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Control
(28)a. PROj»vlizajki v  stajata, Ivan; samo pogledna Petar;
enteringger  into roompgr Ivan only lookeds;sg Peter

i pro; pripadna
and fainted;sg

‘Upon entering the room, Ivan only took a glance at Peter and

fainted’
b. PROjs; vece razbral istinata, Ivan; go xvana jad
already learnedprr truthpgrIvan himcacc  gotssg angry
na Petar;.”
at Peter

‘Now that he has learned the truth, Ivan got angry at Peter’

c. ’PRO veCe razbrals; istinata, Ivan; Petr; resi
already learnedprt truthpgr Ivan Peter decided;sg

pro; da go uvolni.
MOD himcpacc  firessg
‘Now that he has learned the truth, Peter decided to fire Ivan.’

Given the set of examples (23)-(28), it becomes highly plausible to ana-
lyze Accusative Experiencers in Bulgarian in a manner analogous to that
of Dative Experiencers, i.e. as quirky or inherent subjects, rather than as
structural objects.® In order to capture the parallel behaviour between
Datives and Accusatives, various authors have proposed that the latter,
too, are PPs but with a silent preposition, thus collapsing the two types
under a single structure. Without argumentation, in what follows, we will
treat Dative and Accusative Experiencers in Bulgarian as a single class
from a syntactic point of view. We have seen so far that both types pass
successfully the above discussed (and other) tests for subjecthood and are
thus true quirky subjects.

7 Since Accusative Experiencers in Bulgarian are incompatible with animate
Nominative Themes, we have used a prepositional Theme in the example, which,
trivially, makes the same point with respect to Control.

¥ See also Rivero (2004: §4.1).
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2.3 Experiencers Are in an A-position

Here, we want to give more specific evidence that Experiencer fronting
targets an A-position and that, in terms of hierarchy, this position is higher
than the standard subject position (Spec,TP) but lower than the A’-
position which hosts left-dislocated (Top) elements.

Consider again the Control facts reviewed above and in particular,
(21a&b) and (28b) which contain a left-dislocated dative and accusative,
respectively. Given the widespread assumption that left-dislocated
constituents occupy an A’-position (a separate TopP within the CP field
or an IP/CP-adjoined position, cf. Rudin 1986, 1994, Lambova 2001,
Arnaudova 2002, Krapova 2002, among others), the fact that they cannot
control, while Experiencers can control, shows that the latter occupy an
A-position (in accordance with standard views on Control as available
only from A-positions). On the other hand, given that in passive and
unaccusative contexts, internal objects raised to subject position can
control (cf. (29) below and Moskovsky 2002: 129) in the absence of
another possible controller, such as the Experiencer in a psych-
construction, it is plausible to think that the position targeted by the
Experiencer is higher than the standard subject position.

(29) a. PRO; edva vljazdl v stajata, Ivan; beSe zastreljan na mjasto.
hardly entered in roompgr, Ivan was shot to place
‘Having just entered the room, Ivan was shot dead.

b. PRO; ostavajki vse taka bezucastno kim trevogite na xorata,
remaining still so indifferent towards worriespgr of peoplepgr

slanceto; zaleze kim  xorizonta.
sunpgr Setssg towards horizonpgr

‘Indifferent as it has always been towards the worries of the
people, the sun set down over the horizon.’ (adapted from D.
Dimov)

Before we proceed with the analysis, we give two additional facts to
strengthen the proposal that the Experiencer is located in an A-position:
anaphor binding and pronominal binding. The contrast in (30) shows that
similarly to other languages (e.g., Russian, as discussed in Franks 1995:
253, Bailyn 2004: 22, among others) the Dative Experiencer, on a par
with subjects, shows the potential to bind an anaphor, which directly
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indicates an A-status. Failure to front the appropriate kind of constituent
affects binding relations and produces ungrammaticality as a Principle A
violation, cf. (30b):

(30) a. Ivan go dojadja na sebe si.
Ivan himcpacc got-angryssg at himself
‘Ivan go angry with himself.’
b.*Nasebesi go dojadja  Ivan’

to himself himcpa.. got-angryssg Ivan.

Finally, as (31) shows, the pronominal binding facts illustrate lack of
WCO effects in the a. example, as opposed to the b. example, which once
again indicates that the fronted Experiencer occupies an A-position:

(31) a. ?Na vsjaka krasiva Zena j xaresva nejnoto sobstveno kuce.
to every beautiful woman herc pat appealssg herpgr own dog
‘Every beautiful woman likes her own dog.’
b. *Nejnoto sobstveno kuée j xaresva na vsjaka krasiva Zena
herpgr  own  dog hercipar appealssg to every beautiful
woman

Our conclusions from Bulgarian strongly support the analysis of non-
agreeing subjects in other (Slavic) languages, according to which the
preverbal non-Nominative Experiencer occupies an IP/TP-internal A-
position. For some authors, this position is Spec,TP (Bailyn (2004),
Lavine (2000), Lavine and Freidin (2002), i.e. the same position that hosts

® A reflexive Nominative Theme would produce an ungrammatical example (i),
given the general ban in Bulgarian on subject reflexives (Moskovsky 2002: 127).
The minimal pair between (30a) and (i) below corresponds exactly to the one in
Italian (ii), as observed by Rizzi (2000: 163) who subsumes the subject anaphor
restriction under the more general ‘anaphor-agreement effect’ not reducible to the
Binding Principle nor to the ECP: anaphors are incompatible with agreement
construal.
@) *Nanego mu xaresva samo sebe si.

to himp,,, himc; px appeals only himself
(ii)) a. A loroimporta solo di se stessi.

to them interests only P themselves

b. * A loro interessano solo se stessi.
to them interest  only themselves
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the canonical subject, while for others this position is a separate one,
higher than the standard subject position in Spec,TP — Spec,L(ogical)P, as
in Williams (2006) or Spec,SubjP (Subject-of-predication), in Cardinaletti
(2004)."° We assume, for convenience, the latter proposal, and we empha-
size our point that the Experiencer is in a TP-related position, i.e. lower
than the lowest CP position, which, within a fine left periphery approach
(Rizzi 1997), can be identified as FinP. See the hierarchy sketched in (32)
and Cardinaletti (2004):

(32) TopP FocusP FinP...ExpSubjP/Non-NonSubjP TP... VP NomTheme
C-domain T-domain V-domain

We also adopt what is common to a host of analyses, namely that
Experiencer fronting is triggered by the need to check the EPP feature
(Alexiadou & Anagnostopoulou 1998, Landau 2003, Bailyn 2004, among
others), given that EPP can be satisfied by any overt XP movement and is
no longer associated with Case (Chomsky 2000). Alternatively,
Experiencer fronting could be related to some feature with semantic
import related to the position targeted (like the Subj-of-Predication feature
of Cardinaletti 2004). The Theme checks Nominative case and phi-
features, which can be done from its postverbal position (within VP) via a
chain with an expletive pro in Spec,TP, via covert movement (Chomsky
1995), or long-distance agreement (Chomsky 2000).

3 Back to Clitic Doubling

We take the following three properties as criteria for the presence of a CD
construction in a given language.'' First, the clitic is obligatory in the
presence of the full DP, whether the latter is pre- or postverbal; second,
the associate of the clitic can serve as new information and it can also be

19 Alternatively, within an approach that adopts multiple specifiers, as in Landau
(2003), Experiencer can be said to move to a higher specifier of TP, overtly or at
LF, depending on its surface position.

"' Following Krapova and Cinque (to appear), who in turn follow much solid
work on CD in Romance (Jaeggli 1982, 1986).
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contrastively focused and wh-moved; and third, the clitic and the
associate form one prosodic domain. '

Now, Experiencer objects satisfy all three requirements, while
dislocation constructions do not. As mentioned before, the former must
always appear clitic doubled and under no circumstances can the full DP
stand alone (e.g. *Boli glavata Ivan/*Ivan boli glavata). Quite different is
the notion of obligatoriness of the clitic in the dislocation constructions,
e.g. Ivan vsicki *(go) poznavat lit. ‘Ivan all him know’/ Vsicki (go)
poznavat Ivan).” First of all, with postverbal DPs the clitic is not
obligatory, and second, with preverbally fronted DPs, the presence of the
clitic is epiphenomenal on the choice of the construction: if the object is
not dislocated, it need not be doubled and can very well stand alone, as in
Vsicki poznavat Ivan ‘Everybody knows Ivan’. In the Experiencer
construction, on the other hand, the clitic Aas to be present irrespective of
positional motivation, or intonation.

Next, consider the minimal pairs in (33), (34) and (395):

(33) a. Kogo(*go) poznavas?
who himCL,Acc kIlOsz
b #Ivan go poznavam./Poznavam go Ivan.
Ivan himcp ace know sg/ know,sg  himep acc Ivan.
lit. ‘Ivan, him I know/I know him, Ivan’
(34) a. Kogo go boli  glavata?
whom himcy scc aches;sg headpgg?
‘Who has a headache?’

12 Obligatoriness of the clitic (independently of the construction), and the ability
of the associate to count as new information (bearing the nuclear stress of the
sentence) seem bona fide diagnostics distinguishing CD from Clitic Right
Dislocation. Thus, even if in some varieties of Spanish the associate of a doubling
accusative clitic cannot be wh-moved, nor can it be a non-specific indefinite
quantifier (see Jaeggli 1986: 39ff., and references cited there), it can always bear
the nuclear stress of the sentence and hence be new information focus. Moreover,
in all varieties of Spanish doubling is obligatory with pronominal direct and
indirect objects (cf. Jaeggli 1982, 1986).

1 Strictly speaking, only with Clitic Left Dislocated direct objects is the
resumptive clitic obligatory, as the contrast between Ivan vsicki *(go) poznavat
‘Ivan all him know’ vs. Na Marija az mnogo sdm (i) pomagal ‘To Mary, I have
helped (herc par) a lot” shows. See Cinque (1990, §2.3.5) for a possible account
of the corresponding contrast in Romance.
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b. Ivango boli glavata. / Glavata go boli Ivan
Ivan himc acc achessg headpgr/headper himey acc ache Ivan
‘Ivan has a headache.’

(35) a.*Poznavam go samo Coveka. CLRD
know,p himcpacc only  manpgr
b. Boli go glavata samo Ivan. CD
huﬂ;;sq himCL,Acc headDEp only Ivan
‘Only Ivan has a headache.’

The Experiencer Subject appears as an answer to a wh-question (34b) and
is compatible with focusing adverbs such as a samo ‘only’, dori ‘even’,
and i ‘also’ (35b), i.e., Experiencer can carry new information or
contrastive focus either in situ or as a result of movement. By contrast, in
the right dislocation construction, as shown in (33b) and (35a), the redu-
plicated object cannot be focused since it cannot be used as an answer to a
wh-question and cannot combine with focusing adverbs. Additionally, as
the contrast between (33a) and (34a) shows, only Experiencer subjects
must be wh-moved and clitic doubled at the time. The facts in (33)-(35)
are well-known from the literature, but they now receive a different
theoretic value in terms of our proposal.

Finally, in the CD construction the verb, the clitic and the associate
form one prosodic domain, as illustrated in (36):"

(36) Boli go samo Ivan]o [glavata]e

In the dislocation construction on the other hand, the dislocated
constituent belongs to a different prosodic domain since stress is
independently prevented from falling on it:

(37) a. Poznavam go az, ¢oveka — [r Poznavam go az]e [Coveka]o
know,sg himciacc I manper
b. Poznavam go, ¢oveka az — [r Poznavam go]o [Coveka ] [r az]p
know,sg himciacc manper 1

The prosodic contrast between (36) and (37) is reminiscent of the

' The subject, if present, cannot participate in the same domain, but is parsed as a
separate prosodic unit and is necessarily de-stressed (right-dislocated).
p p y
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situation in Romance languages, like Spanish and Catalan, which, like
Bulgarian, have dislocation constructions alongside CD constructions. As
pointed out by Jaeggli (1986) for Spanish, and by Vallduvi (1992) for
Catalan, dislocated constituents in Romance are typically set off from the
rest of the sentence with a sharp intonational break (Jaeggli 1986), and it
has also been noted that they are always de-accented with the main stress/
intonational peak (i.e. the focus of the sentence) falling on some previous
constituent, typically the V-cluster (Vallduvi 1992, 96, 98):

(38) Lavaig VEURE la barilla. Catalan
it jsgpast S€EE the fight
‘I SAW the fight /I did see the fight.’

As a result, such languages allow more than one dislocated phrase per
clause, and in any order. Cf. (39), Zubizarreta (1998) for comparable
cases in Spanish, Beninca (1988: 130ff.) for Italian, Philippaki-Warburton
et al. (2004) for Greek, and Arnaudova (2002, 2003) for Bulgarian:

(39) a. DADOX mu go #pismoto #na Ivan.
gave;sg himcppaitciace letterpegr to Ivan

a’ DADOX mu go  #nalvan #pismoto.

gave;sg himeppg itcrace  to Ivan  letterpgr

To summarize, we have used three criterial properties to test the
presence of CD in the Experiencer object construction in Bulgarian and
we have interpreted these properties as conditions on CD proper. We have
also examined (briefly) other constructions that resemble CD only
superficially, but in fact have been found to feature a Right dislocation
analysis, given that they do not satisfy the conditions on CD proper."’

l5Although we have not discussed binding and licensing properties of RD, it
seems that they clearly point to a clause-external analysis. According to the latter,
dislocated constituents first move leftwards to the specifier of a topic projection
TopP but are eventually stranded in rightmost position by leftward raising of the
remnant [P, as in Samek-Lodovici (2005), who follows Cechetto (1999) who in
turn follows Kayne (1995 Harvard class lectures).
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4 How Does the Clitic and Its Associate Get Together?

In this last part we briefly sketch our suggestion for a formal analysis of
the derivation of clitic reduplication structures, that is, CD and dislocation
structures. To analyze the facts reported in the previous sections, we adopt
Franks and Rudin’s (2005) proposal that clitics in Bulgarian require more
structure and are KP elements with K as the head and the DP (whether an
Experiencer object, or a constituent with some discourse-given property)
as its complement (following in the steps of Uriagereka 1995 and Kayne
2002, cf. also Werkmann 2003 for a similar proposal). Postulating a KP as
a sort of ‘big DP’ has the advantage of solving the theta problem since the
entire KP is assigned a theta role.

(40) [xe [x°cl] [DP]]

However, in contrast to Franks and Rudin (2005), we follow Kayne
(2005) in assuming that no movement of the complement of a head can
target the specifier of that head, which means that for us the clitic does not
have to pass through the specifier of KP, triggering agreement. Rather, as
in Poletto 2006, we postulate an additional layer above KP (XP) which
attracts the clitic’s associate (the DP) and serves as an intermediate
landing site on its way to its final destination — the Spec,Subject-of-
PredicationP, in the Experiencer construction case (the CD proper,
illustrated in (41) below for the sentence Ivan go boli glavata (‘Ivan has a
headache’), and to Spec,TopP position within the CP field, in the left-
dislocation/ topicalization case (not shown here).
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41)
Subj-of-PredP

DP
Ivan

Ivan go boli glavata

We also postulate that after extraction of the associate, the clitic
moves up, although not as a head (pace Franks & Rudin 2005), but pied-
piping the remnant KP containing the clitic and the trace of the raised
associate. We tentatively propose that KP checks case in Spec AgrOP
after which the clitic leaves KP and left-adjoins to the verb in T.'® The

'® For reasons of space we are not discussing here other proposals on clitic
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derivation of Clitic Left Dislocation structures proceeds in a similar way,
with the difference that DP targets the specifier of TopP, located in the CP
domain.

To summarize, we have presented in this paper evidence that clitic
reduplication in Bulgarian falls under two clearly defined cases with
distinct properties: 1) Clitic Doubling in the Experiencer constructions
(within the IP/TP domain) and 2) Clitic left and right dislocations (outside
of the IP/TP domain). In our view, this new approach opens the door for a
re-examination of the conditions that underlie clitic reduplication in
Bulgarian and other languages and could be an important step towards an
attempt of providing a unified account of the various clitic reduplication
constructions in Bulgarian.
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1 Derivational Binding

Derivational approaches to Principle A of the Binding Theory have
figured in the syntactic literature since at least Belletti & Rizzi (1988), in
part based on arguments that binding configurations exist only before A-
movement in certain constructions, such as (1) and (2):

(1) a. Each other’s mother seems to please the two boys.
b. [Pictures of himself] worry John.

(2) Questi pettegolezzi sudi sé preoccupano Gianni...
these pieces of gossip about himself worry Gianni

The derivational story holds that at an earlier stage of the derivation, a
valid binding relation holds, as shown for (1b) in (3)."

* Thanks to Andrei Antonenko, Svitlana Antonyuk, Dijana Jelata, Sasa Kavgi¢,
Ivana Miskelijn, Ivana Mitrovié¢ for judgments and discussion and to audiences at
FASL-15 and NSGSW-1 for feedback. All mistakes, however, are mine.

! A reviewer points out that arguments have been raised against the Belletti &
Rizzi analysis of psych-verbs, such as in Pesetsky 1987, 1995 (see also Cangado
& Franchi 1999). Primary evidence is taken from constructions such as (i):

(i) [Each others’ supporters] made Kate and John angry

where an earlier stage of the derivation demonstrating c-command relations is
presumably not available. Logophoric solutions in the spirit of Giorgi (1984) are
usually appealed to in such instances, though Cangado & Franchi point out that
those accounts overgenerate and cannot be the whole story either. Thus, the
availability of constructions such as (i) does not in itself argue against a



26 JOHN FREDERICK BAILYN

(3) [vp [np ... himself] John ]

The assumption of derivational binding, in addition to being consistent
with the attractive general program of derivational syntax advocated in
Epstein et al (1998), also provides a straightforward explanation for the
difference in behavior between raising (4a) and control (4b):

(4) a. [Friends of each other;] seemed [ ¢ to amuse the men;].
b.* [Friends of each other;] wanted [PRO to amuse the men;].

Conversely, derivational binding also allows us to feed (but not bleed)
binding relations in languages with certain kinds of reordering or shifting
operations, as in the Japanese scrambling examples (5) and (6) below:

(5) a. Karera-ga[otagai-no sensei]-0 hihansita (Japanese)
they nom [each other’s teacher]acc  criticized SOV
‘They criticized each other’s teachers’

b.* [Otagai-no sensei]-ga  karera-o hihansita Sov
[each other’s teacher]nom themacc criticized
* ‘Each other’s teachers criticized them.’

(6) a. [Otagai-no sensei]-o karera-ga ___hihansita oVvSs
[each other’s teacher]acc theynom criticized
‘They criticized each other’s teachers.’

b.? Karera-o [otagai-no sensei]-ga ___ hihansita oVvs
themace  [each other’s  teacher]nom criticized
‘Them, each other’s teachers criticized.’

If Principle A were an SS or LF phenomenon, the contrast in SOV orders
(5) would be the same as the contrast in OSV orders (6). (5a) is well-
formed. Raising the object to a local A-position (6a) (Miyagawa 2001 a.o)
does not alter this successful binding. (6b), on the other hand, shows that
the same object raising can feed a successful binding relation, absent in

derivational approach to (1-2), and logophoric approaches cannot explain the
contrast in (4). Below, we see that many derivational binding effects exist
independently of the proper analysis of psych-verbs. I begin with those examples
here purely as a historical point of reference for this kind of analysis.
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(5b). A similar effect is found with VP internal shifting in Russian:

(7) a. Ivan predstavil Petrovyx drug drugu (Russian)
Ivan introduced the Petrovsacc each otherpar Acc-Dat

‘Ivan introduced the Petrovs to each other.’
b. *Ivan predstavil drugdruga Petrovym Acc-Dat

Ivan introduced each otherpcc the Petrovspar

c. Ivan predstavil Petrovym drugdruga ___ Dat-Acc
Ivan introduced the Petrovspat each otheracc

d.?Ivan predstavil drugdrugu Petrovyx Dat-Acc
Ivan introduced each otherpst the Petrovsacc

If Principle A were an SS or LF phenomenon, the contrast between
Acc>Dat orders in (7a) and (7b) would be that same as that between
Dat>Ac orders (7c) and (7d). Derivational binding in (7c) saves (7b).**

2 (7) assumes a base order of Acc asymmetrically c-commanding Dat, as argued
for in Bailyn 1995 and elsewhere. The asymmetry shown also argues against 2
base generated orders for Acc & Dat arguments (as vs. Miyagawa 1997).

Note, however, that the evidence shown in (1-8) does not in itself argue for a
derivational approach to binding. In fact, as a reviewer points out, it is consistent
with an LF approach to anaphor binding such as that of Fox & Nissenbaum
(2004), assuming the availability of A-chain reconstruction. Indeed, the reviewer
argues, sentences similar to (ii) (adapted from Chomsky 1995, with his judgments
provided) seem to require an LF approach, if we assume LF composition of
idiomatic elements such as take pictures:

(ii) a. John wondered [which pictures of himself] Mary saw.
b. *John wondered [which pictures of himself] Mary took.

(The actual Fox & Nissenbaum facts involve a different idiom, not take pictures,
but rather have an idea following Heycock’s 1995 discussion of the idiomatic
nature of verbs of creation.)

However, as pointed out by Zeljko Boskovi¢ (p.c.), the contrast, for those
who have it, disappears under passivization:

(iii) John wondered [which pictures of himself] were taken by Mary.

Thus the LF idiom-composition approach of Heycock and Fox & Nissenbaum
cannot be the entire story on idiom composition, and the claim that (ii) supports
an LF-only approach to anaphor binding is weakened. Further, the LF approach
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For these reasons, it has often been argued that Principle A is an
“everywhere principle,” calculated “on-line” in the course of the
derivation. (8) provides 2 possible formulations.*

(8) a.Principle A of the Binding Theory can be satisfied at any point in
the derivation. (Grewendorf & Sabel 1999: 13)

b.Information on the antecedent/binder of an anaphoric element is
sent to semantics at any point of the derivation. (Saito 2005: 16)

(8) assumes a version of Principle A requiring A-binding — c-command in
the local domain at some point in the derivation is not enough.’

Another strong piece of evidence in favor of a derivational approach
to Principle A concerns the fact that anaphors, or expressions containing
anaphors, that are A’-moved (and hence later undergo reconstruction), can
nevertheless be successfully bound in the higher clause. This occurs both
with English WH-movement (9) and Japanese Long Distance Scrambling
(10).

(9) Johnj wonders [which pictures of himselfj] Mary showed ¢ to Susan.

cannot account for the availability of A’-driven bindees, given below.

*1 set aside derivational approaches to binding such as Kayne (2002) and Zwart
(2002), in which the antecedent starts together with the anaphor and then moves
away. Such approaches strongly predict the absence of Long Distance effects and
are also incapable of capturing the Subject Condition (see below).

5 Japanese LD Scrambling and English Topicalization cannot feed Principle A
because of the A’ nature of the landing site:

(iv) a. *Karera-o; [otagai-no sensei]-ga [[ Tanaka-ga t;
themace  [each other’s teacher]nom Tanaka nom
hihansita] to itta
criticized that said

* “Them,, [each other’s teachers] said that Tanaka criticized t;.’

b.* John,, pictures of himself; describe t; perfectly.
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(10) a. Taroo-ga; [cp Hanako-ga; [cp Ziroo-ga, zibunzisin-o«;s;x
Taroonom Hanakonom ~ Ziroonom selfacc
hihansita to] itta to] omotteiru (koto).
criticized that said that think fact
‘Taroo; thinks [that Hanako; said [that Zirooy criticized selfs;sjx]]’

b. Taroo-ga; [cp zibunzisin-o;;, Hanako-ga; [cpt’ Ziroo-ga, t
Taroonom selfacc Hanako nom Ziroo nom
hihansita to] itta to] omotteiru (koto).
criticized that said that think fact
“Taroo; thinks [that selfi;x Hanako; said [that Zirooy criticized t]].’

A similar effect is found with Russian LD-Scrambling, as shown by
Antonenko (2006):

(11)a. Ty; xocCe$, Ctoby  SaSa, nasel [svoego.;x druga]?
You; want that Sasha, findgyg; self’ss«y  friend
‘Do you want that Sasha find his friend?’

b. Ty; [svoego,x druga] xoleS, Ctoby SaSa, nasel t?
You; self’sy friend want that Sasha, findsyg;
‘Do you want that Sasha find his/your friend?’

LD-scrambling is well-known to have no effect on interpretation (Saito’s
1992 “Radical Reconstruction” property) and is therefore generally
accepted as a process whose effect is entirely undone at LF. Thus the
availability of higher binders in (10b) and (11b) can only be accounted for
by a derivational approach to Principle A.

We can therefore draw the interim conclusion that there is good
evidence, from a range of languages, that a derivational version of
Principle A is required. We next turn to a paradox created by this interim
conclusion: a different set of binding facts seem to point to the need for an
LF-only approach. The rest of this article is devoted to resolving this
paradox. :

2 LF Movement of Anaphors and the Binding Paradox

It is well-known that many monomorphemic anaphors allow “Long
Distance” binding, whereby the antecedent can be found outside the local
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clause, thereby apparently violating the locality requirement on anaphor
binding. This is shown in (12a-b) for Russian and Chinese.

(12) a. General poprosil polkovnika [PRO narisovat' sebja].
generalj requested colonely PROk to draw selfi/k

‘The general;j asked the colonelk to draw himselfj/k.” (ambiguous)

b. Zhangsan renwei Lisi zhidao Wangwu xihuan ziji.
Zhangsanj think Lisij know Wangwug like  selfj/j/k
‘Zhangsan thinks Lisi knows Wangwu likes him/himself.’

(3 ways ambiguous)

Typically, the data in (12) have been analyzed as resulting from LF
movement of the anaphors in question to the highest functional category
within the binding domain (IP/TP), as argued in Pica 1991, Cole & Sung
1994, a.0.° This movement is covert, on such accounts, and can proceed
into the higher domain if not blocked by independent elements, such as an
indicative complementizer in languages such as Russian or Icelandic, or a
subject carrying different phi-features from those of the lower domain,
(the so-called Chinese blocking effects).

On such accounts, the distinct readings of (12) are related to distinct
LF’s after LF anaphor raising. LF application of Principle A in such
languages predicts that only SpecT elements can be binders of such
anaphors and therefore these accounts are strengthened by the well-known
correlation between the availability of Long Distance anaphora and
“subject-orientation” — the requirement whereby the antecedent of an
anaphor must be a subject, something that does not hold, for example, in
English (13), as vs. Russian (14a), or Serbo-Croatian (henceforth SC)
(14b):

(13) John; asked Bill, about himself;y. (ambiguous)
(14) a. Ivam; sprosil Borisay o sebe (Rus)

Ivan asked Boris about  self
‘Ivan asked Boris about himself (Ivan).” (subject only)

¢ Progovac (1992, 1993) argues for an Agree approach and against a movement
account of subject orientation. It is not immediately clear, however, how her
approach can capture the microvariation between Russian and Serbo-Croatian
discussed in this paper. I therefore leave such approaches aside.
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b. Jovanj je pitao Nenaday, o sebi /¢ (SC)
Jovanyoym aux asked Nenadacc about self
‘Jovan asked Nenad about himself (Jovan).” (subject only)

The relevant LF structure of (14) is given in (15).

(15) Schematic view of the Subject Condition: (LF)
TP

/\

SUBJECT T

T

/T\/v\

sebja 10 S

Of course (15) is an LF structure — no overt movement of the anaphor
occurs. Before LF movement, the English structure in (13) and the Slavic
structures in (14) and (15) do not differ in any relevant way. Thus
derivational binding, in either of the versions presented above in (8),
predicts binding to be possible in (14-15) just as it is in English (13),
indeed as soon as the object and anaphor are both present in the structure.
LF movement is required to feed Long Distance readings, but crucially,
the well-known correlation with object obviation (the Subject Condition)
holds only if Principle A is an LF principle, holding after anaphor raising
to T.

(16) The Binding Paradox:
a. Principle A is an anywhere condition (examples 1-2, 4-7, 9-11)
b. Principle A applies at LF only (examples 12, 13-14)

In what follows, I will show that we can capture the significant insights of
both the derivational and LF raising accounts by using a system of overt
feature movement (Move F) and by limiting derivational interpretation to
elements with no remaining uninterpretable features.



32 JOHN FREDERICK BAILYN

3 Evidence for Configurational Binding

In Bailyn (2003, 2004a,b) I show that there is a wide range of possible
binders for subject-oriented anaphors in Russian, as shown in (17-19).
This is consistent with claims that local Scrambling is A-movement
(Mahajan 1990, Miyagawa 1997, Lavine & Freiden 2001) allowing
various non-Nominative binders to be available for such anaphors, but
only when raised into the appropriate position.
(17) a. [U Petrovyxj] byl [svejj dom]. (Rus)
at the Petrovs  was [self's house]nom
‘The Petrovs had their own house.’

b. ?7??[Svej; dom] byl u Petrovyxj
[self's house]nom Was at the Petrovs
“The Petrovs had their own house.’

(18) Menja; tosnit ot sveejj raboty. (Rus)
meacc nauseates from selfs’s  work
‘I am sickened by my work.’

(19) a.?Eji nravilas’ [svejaj kvartira]. (Rus)
shepar liked [self’s  apartment]nom
‘She liked her apartment.’
b. Ivanuj nuzen vrafk dlja sebjaj/*k.

Ivanpar necessary doctoryom for — self
‘Ivan needs a doctor for himself.’

c. Ivanuj xolodno v sveemj dome.

Ivan cold in self’s house
‘Ivan is cold in his (own) house.’

(17) shows that [u+NP] possessives can bind, but only when raised to
SpecT, as can Accusative objects of certain verbs (18), and various kinds
of dative experiencers (19). That the relevant movement is A-movement
is confirmed by correlation with other A-properties (Bailyn 2004a).

In contrast, Serbo-Croatian is more restricted in the extent to which its
subject-oriented anaphors can be bound my non-Nominative antecedents.
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SC allows no PP, Accusative or Dative binders equivalent to Russian (17-
19). This is shown in (20-22). '

(20) *[Kod menej] je bila svejaj kuca. (SC)
at me aux was [self’s houselvom
‘I had my own house.’

(21) *Meni se svidja svoj posao. (SO)

mepar refl like  [self’swork]nom
‘I like my work.’
(22) *Jovanuj treba doktork u svojojj kuci. (SC)
Jovanpar necessary doctornom in self’s  house
‘Jovan needs a doctor in his house.’
(# Jovan; doktor ok for some speakers)

The clear contrast between the possibilities in Russian (17-19) and SC
(20-22) is best accounted for by a structural theory of binding, since the
meanings in the (often cognate) constructions are nearly identical, as is
the word order. In many ways, given the subject condition, it is the
Russian case that is unexpected. However, given the EPP analyses of such
Russian cases, an avenue is opened to account for the microvariation in
structural terms, by independently observable differences in the flexibility
of the EPP requirement in T.

In particular, we have seen that in Russian, various non-Nominative
elements can move to SpecT (= Generalized Inversion) (Bailyn 2004a).
For Serbo-Croatian, on the other hand, we can hypothesize that pre-verbal
non-nominatives are in A’-position, that is that SC allows little or no local
A-Scrambling into SpecT. If this hypothesis is correct, we have an
independent explanation for the Russian/SC microvariation that supports
the configurational account of anaphor binding in both languages, and
hence supports a movement to T analysis of subject-orientation.

Furthermore, there is independent evidence, from Weak Crossover,
for the difference in pre-verbal subject position between Russian and
preverbal non-Nominative elements. Bailyn 2004a, (see also Williams
2006) has shown that overt movement of object quantifiers across bound
pronouns does not trigger a ctossover violation. This is shown in (23-25).

(23) a. * Eej sobaka ljubit kazduju  devockuj, (Russian)

[her doglnom loves [every girl]acc
‘Herj dog loves every girl;.’
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b. [Kazduju devocku]k ljubit ee sobaka tk.

[every girl]i acc loves [herj doglnom
‘Every girl is loved by her dog.’

(24) a. *[Eej sobaka] byla na rukax u [kaZdoj devockilj,

her dognom Wwas on arms at every girl
‘Her dog was in every girl's arms.’

b. ?U [kaZdoj devocki]j byla na rukax [eej  sobaka].

at every girl was in arms  her dognom
‘Every girl had her dog in her arms.’

(25) a. * [Ee sobaka] nuzna [kaZdej devockel;.

her dognom needs every girlpat
‘Herj dog is needed by every girl;.’

b. [KaXdeoj devocke]i nuzna [ee sobaka].

every girlpar needs her dognom
‘Every girlj needs herj dog.’

In each of the Russian examples (23-25), the (a) sentence is ill-formed
because of covert QR (as in English equivalents). However exactly those
structures that allow binding by non-nominatives obviate weak crossover
in the (b) sentences. The prediction, then, is that SC will not show the
same degree of obviation. (26) shows that this appears to be the case.

(26) a. *Njenaj macka voli svaku devojkuj, (SC)
[herj catyom] loves [every girl] jacc
‘Herj cat loves every girl;.’

b. 7??Svaku devojkuk voli  njemaj macka.
[every girllkacc loves [herk dog]-NOM
‘Everyij girl is loved by herj dog.’

The overt moved quantifier in (26a) triggers the WCO effect just as QR
does in (26a). If the contrast between (26b) and the (b) sentences in (23-
25) is significant, we have strong confirmation for a configurational
approach to subject-orientation and its microvariation, namely that the
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SpecT position is targeted by some local movements, which coupled with
covert movement of anaphors accounts for their subject orientation.
However, this only strengthens the conflict between the LF account of
Principle A needed for subject-orientation, and the derivational
requirements we started with. In the next section, I will propose an
approach to anaphor binding that allows aspects of both LF and
derivational binding to be maintained.

4 Resolving the Binding Paradox

The paradox we have reached concerns the level of application of
Principle A of the Binding Theory. On the one hand, anaphor binding
must be derivational, or else we would have no explanation for examples
such as English (1-2) and (4), Japanese (5-6) and (10) and Russian (7) and
(11). In all of these cases, neither an SS application of Principle A nor an
LF version would correctly capture the facts. In particular, the generally
acknowledged reconstruction of A’-movement in (9-11) would not predict
surface binding possibilities. Conversely, in (1-2) and (4-6), local A-
movements that would be expected to bleed successful binding relations
in any LF version of Principle A do not in fact do so. For all of these
sentences, on standard assumptions about reconstruction, only a
derivational approach succeeds.

On the other hand, a derivational approach does not appear able to
explain subject orientation of Russian and Japanese anaphors, which can
never be bound by local objects, despite the fact that a perfectly good
binding configuration holds at an early stage in the derivation (before LF
movement), which we have seen to be an acceptable state of affairs in
other instances. Nevertheless, object binding is notoriously bad with
monomorphemic anaphors, thus implicating application of Principle A
only after LF movement has bled the environment for object binding.

The solution to the paradox is relatively simple: the “LF” movement
required with monomorphemic anaphors must be an instance of overt
feature movement (Move F — see Roberts 1998, Rudnitskaya 2000 a.o),
so that it can interact with a derivational version of Principle A, given just
below. Let us assume, therefore, that monomorphemic anaphors carry a
certain uninterpretable feature [A] (Saito 2003, 2005), that must be
eliminated by being in a local relation with [T]. (Something like this is
required in all LF movement accounts. Here, however, the movement is
overt). The Move F version of anaphor movement is given in (27):
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(27) The Monomorphemic Anaphor Condition

a. Monomorphemic anaphors have an (independent) requirement to
have their [A]-feature checked in INFL (T).

b. Covert (LF) movement of anaphors is = Overt movement of the
[A] feature (see also Rudnitskaya 2000).

¢. Monomorphemic anaphors become interpretable after the [A]
feature requirement in (a) has been satisfied.

Given (27), the derivational nature of Principle A becomes sensitive to the
feature requirements of the elements involved, exactly as the data imply.’
In particular, monomorphemic anaphor binding can crucially not be
calculated until Move F has occurred. At the same time as we have seen,
Principle A remains in its essence derivational, as a range of potential
binders can move into A-position, if the language independently allows
such movement, as we have seen for Russian and Japanese. Furthermore,
recall from above that various elements can be bound after LD
scrambling, an A’-movement which obligatorily reconstructs, requiring
derivational binding only.

Thus Principle A applies denvatlonally, but only once the anaphor is
available for interpretation, which in turn depends on it carrying no
uninterpretable features. This approach is fully consistent with
derivational approaches to Spell Out advocated by Kitahara (1997),
Epstein et al (1998), Saito (2003) and others. A version of Derivational
Spell Out is given in (28).

(28) Derivational Spell Out (Kitahara 1997, Epstein et al. 1998, Saito 2003)

a. Linguistic expressions and their interpretations are built up
derivationally. In particular, items are interpreted as they become
interpretable in the course of the derivation.

7 Naturally, the question arises as what the nature of the [A] movement
requirement is, why it can be satisfied only by T, and why it should apply only to
monomorphemic anaphors. I will not take a strong stand on these issues here
other than to say that the question applies to any movement account of anaphor
binding (see Cole & Sung 1992 for discussion), regardless of level of application
(Covert Movement vs. Move F). The fact that only non-agreeing
(monomorphemic) anaphors are involved implicates feature sharing, in the sense
of Pesetsky & Torrego (2004), with the element in SpecTP. I leave the exact
formulation of what forces anaphor raising to T to future work.
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b. An element becomes interpretable when all its uninterpretable
features have been deleted.

With respect to Principle A, a derivational approach, provided in (29), can
now be maintained with no loss of empirical coverage:

(29) Derivational Principle A: Satisfied if an interpretable anaphor is
bound by a c-commanding coindexed [+D] antecedent at any time
in the derivation.

As for the effect of A-movement but not A’-movement on potential
antecedents, we need only assume that A-movement is triggered by a [D]
feature which then enters into binding relations, whereas A'-movement
has a different trigger [wh] or [OP] and therefore doesn't feed binding
relations.® Thus Japanese object scrambling, Russian Generalized
Inversion, English passivization and raising and other instances of A-
movement can feed new binding relations in the course of the derivation.
In the case of English, however, where anaphors themselves carry no
unintepretable [A] feature, the system allows binding from any A-
position, including the relatively low position occupied by objects. In
subject-orientation languages, object binding fails, because the anaphor is
c-commanded by the object only at a stage when it is still uninterpretable.
(30) summarizes the analysis:

® Note that this approach is similar in spirit to that of Saito (2003): “Let us
assume that deletion applies to the features P, O and D so that each of them is
retained only at one position. The P-feature must be retained at the head of the
chain. For the rest, suppose further that deletion is constrained by selection, and
that a feature can only appear in a position where it is selected.” (Saito 2003)

However, Saito (2003) encounters various difficulties, esp. (a) the claim that
scrambling is not feature-driven, and (b) the assumption that all scrambling is to a
uniform IP-adjunction position, which requires maintaining stipulations about
when this position is an A-position (Japanese Scrambling) and when it is an A’-
position (English Topicalization). See Bailyn (2004b) for details of how such
complications can be avoided. Also, Saito’s approach cannot solve the Binding
Paradox (ie, the Subject Condition must be stipulated).
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(30) Derivational resolution of the Binding Paradox:

i. Monomorphemic anaphors have an (independent) requirement
to have their A-feature valued in INFL (T).

ii. Covert (LF) movement of anaphors = Overt movement of [A].

iii. Until [A] is valued in T, (monomorphemic) anaphors cannot be

interpreted.

iv. Elements are interpreted (enter into binding relations) as soon as
they are interpretable.

v. Principle A is derivational, and yet the Subject Condition is
intact.

The system proposed here makes a strong prediction, namely that
examples like (1), repeated as (31) should not be available in languages
like Russian or Serbo-Croatian, because the early binding allowed by
derivational spell-out cannot apply until Move F has occurred in those
languages, removing the anaphor from the binding domain of the
experiencer object (a version of the subject-condition). (32-33) show that
this prediction holds for both Russian and Serbo-Croatian.’

(31) [Pictures of himself] worry John.

(32) a.??[Sluxi o sebe;] volnujut  Ivanaj, (Rus)
rumors about self worry Ivanacc
“The rumors about himself worry Ivan.’

b. *[Svoei  pod¢inennyelnom razdrazajut Ivana.
[self’s subordinates] = irritate Ivan
~ ‘His subordinates irritate John.’

? Presumably, the somewhat acceptable nature of the (a) sentences relates to a
possible logophoric use of the reflexive pronoun that is unavailable with the
possessive form in the (b) sentences, for which the effect is particularly strong,
possibly because of the unavailability of movement our of a subject, as a reviewer
suggests. The contrast between English (31) and even the better (a) sentences in
Russian and Serbo-Croatian shows that the prediction holds. I leave the issue of
the proper characterization of the difference between the pronominal anaphor
sebja | sebe and the possessive svoj for future research.
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(33) a. ?7?[Glasine o sebi] brinu Jovanu. (SC)
rumors about self  worry Jovanacc
“The rumors about himself worry Jovan.’

b. *[Sveji radnici] brinu Jovana.
self’s workers worry -Jovan
‘His workers worry Jovan.’

5 Conclusion

We have seen the need for a derivational version of Principle A. At the
same time, the Subject Condition is languages like Russian and Serbo-
Croatian appears to present a problem for derivational binding in that
some kind of movement must occur before binding is calculated, so that
the observed object obviation is achieved. This Binding Paradox can be
resolved with a Move F approach to anaphor movement, along with a
particular version of derivational Spell-Out. Microvariation between
Russian and Serbo-Croatian reduces to the independently motivated
possibility of movement into SpecT of more non-Nominative elements in
Russian than in Serbo-Croatian.

References

Antonenko, Andrei. 2006. Scrambling in Russian and the Subjunctive/Indicative
Distinction. Ms, Stony Brook University.

Bailyn, John Frederick. 1995. A Configurational Approach to Russian ‘Free’
Word Order. Doctoral Dissertation, Cornell University.

Bailyn, John Frederick. 2003. Does Russian Scrambling Exist? In Scrambling
and Word Order, ed. Simin Karimi, Oxford: Blackwell.

Bailyn, John Frederick. 2004a. Generalized Inversion. Natural Language and
Linguistic Theory 22: 1-50.

Bailyn, John Frederick. 2004b. A (purely) Derivational Approach to Russian
Scrambling. In Formal Approaches to Slavic Linguistics 11: The Amherst
Meeting, ed. Wayles Browne, Ji-Yung Kim, Barbara H. Partee and Robert A.
Rothstein, Ann Arbor, MI: Michigan Slavic Publications.

Belletti, Adriana and Luigi Rizzi. 1988. Psych-verbs and #-Theory. Natural
Language and Linguistic Theory 6: 291-352.

Belletti, Adriana and Luigi Rizzi. 1991. Notes on Psych-verbs, §-Theory, and
Binding. In Principles and Parameters in Comparative Grammar, ed. Robert
Freidin, Cambridge, MA: MIT Press, 132-162.

Cangado, Marica and Carlos Franchi. 1999. Exceptional Binding with Psych-
Verbs. Linguistic Inquiry 30: 133-143.



40 JOHN FREDERICK BAILYN

Chomsky, Noam. 1995. The Minimalist Program. Cambridge, MA: MIT Press.

Cole, Peter and Sung, L-M. 1994. Head Movement and Long-distance
Reflexives. Linguistic Inquiry 25: 355-406.

Epstein, Samuel D. (et al.) 1988. 4 Derivational Approach to Syntactic Relations.
Oxford: Oxford University Press.

Epstein, Samuel D. and Daniel Seely, eds. 2002. Derivation and Explanation in
the Minimalist Program. Oxford: Blackwell.

Fox, Danny and Jon Nissenbaum. 2004. Condition A and Scope Reconstruction.
Linguistic Inquiry 35: 474-485.

Giorgi, Alessandra. 1984. Toward a Theory of Long Distance Anaphors: A GB
Approach. The Linguistic Review 3: 307-361.

Grewendorf, Giinter and Joachim Sabel. 1999. Scrambling in German and
Japanese: Adjunction Versus Multiple Specifiers. Natural Language and
Linguistic Theory 16: 1-65.

Heycock, Caroline. 1995. Asymmetries in Reconstruction. Linguistic Inquiry 24:
103-128.

Kayne, Richard. 2002. Pronouns and Their Antecedents. In Derivation and
Explanation in the Minimalist Program, ed. Samuel D. Epstein and Daniel
Seely. Oxford: Blackwell.

Kitahara, Hisatsugu. 1997. Elementary Operations and Optimal Derivations.
Cambridge, MA: MIT Press.

Koster, Jan and Eric Reuland, eds. 1991. Long Distance Anaphora. Cambridge:
Cambridge University Press.

~ Lavine, James and Robert Freidin. 2001. The Subject of Defective Tense in
Russian. Journal of Slavic Linguistics, 9 (1-2): 253-290.

Lebeaux, David. 1988. Language Acquisition and the Form of the Grammar.
Doctoral dissertation, UMass, Amherst.

Mahajan, Anoop. 1990. The A/A-bar Distinction and Movement Theory.
Doctoral dissertation, MIT.

Miyagawa, Shigeru. 1997. Against Optional Scrambling. Linguistic Inquiry 28:
1-26.

Pesetsky, David. 1987. Binding Problems with Experiencer Verbs. ngulstzc
Inquiry 18: 126-140.

Pesetsky, David. 1995. Zero Syntax: Experiencers and Cascades. Cambridge
MA: MIT Press.

Pesetsky, David and Esther Torrego. 2004. The Syntax of Valuation and the
Interpretability of Features. Ms, MIT.

Pica, Pierre. 1991. On the Interaction between Antecedent-Government and
Binding: The Case of Long Distance Reflexives. In Long-Distance
Anaphora, eds. Jan Koster and Eric Reuland, Cambridge: Cambridge
University Press.

Progovac, Ljiljana. 1992. Relativized Subject: Long-Distance Reflexives Without
Movement. Linguistic Inquiry 23: 671-680.

7



A DERIVATIONAL APPROACH TO MICROVARIATION IN SLAVIC BINDING 41

Progovac, Ljiljana. 1993. Long-distance Reflexives: Movement to Infl versus
Relativized Subject. Linguistic Inquiry 24: 755-772.

Roberts, lan. 1998. Have/Be raising, Move F, and Procrastinate. Linguistic
Inquiry 29: 113-125.

Rudnitskaya, Elena. 2000. Feature Movement Approach to Long-Distance
Binding in Russian. In Formal Approaches to Slavic Linguistics 9: The
Bloomington Meeting 2000, ed. Steven Franks, Tracy Holloway King and
Michael Yadroff, Ann Arbor, MI: Michigan Slavic Publications, 275-292.

Saito, Mamoru. 1992. Long Distance Scrambling in Japanese. Journal of East
Asian Linguistics 1: 69-118.

Saito, Mamoru. 2003 A Derivational Approach to the Interpretation of
Scrambling Chains. Lingua 113: 481-518.

Saito, Mamoru. 2005. Further Notes on the Interpretation of Scrambling Chains.
In The Free Word Order Phenomenon, ed. Mamuro Saito and Joachim
Sabel, Berlin: Mouton de Gruyter.

Williams, Edwin. 2006. Subjects of Different Heights In Formal Approaches to
Slavic Linguistics 14: The Princeton Meeting 2005. Ann Arbor, MI:
Michigan Slavic Publications.

Zwart, Jan-Wouter. 2002. Issues Relating to a Derivational Theory of Binding. In
Derivation and Explanation in the Minimalist Program, ed. Samuel D.
Epstein and Daniel Seely, Oxford: Blackwell, 269-304.

John Frederick Bailyn

Dept. of Linguistics

Stony Brook University
Stony Brook, NY 11794
jbailyn@notes.cc.sunysb.edu



FASL 15, 42-75
Michigan Slavic Publications
2007

On the Clausal and NP Structure of Serbo-Croatian

Zeljko Boskovié
University of Connecticut

The paper has two goals: to discuss the basic clausal structure of Serbo-
Croatian (SC) including basic operations that apply at this level, and the NP
structure of SC, with the emphasis on the question of whether SC NPs have
the DP layer. Much of the discussion also applies to other Slavic languages.

1 Clausal Structure

1.1 V/Aux-Movement

Consider the position of the verb. I will compare SC with French and
English in this respect. As the ambiguity of (1) shows, V in French moves
both above low, manner adverbs, and high, sentential adverbs, i.e. it moves
to the highest X° within split I. (2) is standardly taken to show English Vs
don’t raise outside of VP. (I ignore potential movement within VP/vP.)

(1) Jean répond correctement a Marie.

Jean replies correctly to Marie

‘Jean is giving Marie a correct answer.’

‘Jean is doing the right thing in answering Marie.’
(2) *John answered correctly Mary.

Stjepanovi¢ (1999b) notes SC Vs can cross manner but not sentential
adverbs. This shows SC V is lower than French, but higher than English V.

(3) Odgovara pravilno Mileni.
answers correctly Milenap,r
‘He is giving Milena a correct answer.’
*‘He is doing the right thing in answering Milena.’

Assuming with Boskovi¢ (1997), who adopts Split I, that sentential
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adverbs are TP-adjoined, Stjepanovi¢ suggests SC Vs move to T. She also
suggests the movement is optional due to Pravilno odgovara Mileni,
where pravilno is ambiguous (it can have sentential reading).

As in English, there is a V/aux contrast in SC: in contrast to Vs,
auxiliaries can precede sentential adverbs (clitics are given in italics).

(4) Oni su pravilno odgovorili Mileni.
they are correctly answered Milenap,r
‘They did the right thing in answering Milena.’
‘They gave Milena a correct answer.’

Boskovi¢ (2001) notes a difference between SC and English. In contrast to
English, sentential adverbs cannot precede subjects in SC. This can be
accounted for by assuming (a) sentential adverbs can be either TP or AgrsP
adjoined in English while in SC they can only be TP adjoined or (b) SC
subjects are higher than English subjects (SpecIP could be filled by pro in
SC; see Barbosa 1995 regarding Romance). I will proceed by adopting (a).

(5) Probably, they have beaten Peter.
(6) a.*Vjerovatno oni tuku Petra.
probably they beat Petar
b. Oni vjerovatno tuku Petra.

Putting all of this together, we get (7) for a basic SC clause.

(7) [agse Subject aux-clitic [rp sent. adverb [rp (finite main verb) [r
[ve/agror manner adverb [vp/agrp (finite main verb)

As for strong auxiliaries, Boskovi¢ (2001) notes that they pattern with
such auxiliaries in English in that they cannot move across sentential
adverbs. I suggest strong auxiliaries move to P, which is located below
sentential adverbs, possibly for semantic reasons (sentential adverbs may
need to have scope over negative/emphatic aux).

(8) a. *Nisu/jesu  vjerovatno poljubili Mariju.
not+are/ARE probably kissed Marija
‘They probably did not/did kiss Marija.’
b. Vjerovatno nisu/jesu poljubili Mariju.
(9) a. They probably haven’t kissed Mary.
b. *They haven’t probably kissed Mary.
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1.2 Clitics

SC clitics cluster in second position (2P). Until recently it has been
standardly assumed that SC clitics cluster syntactically in the same head
position. However, there is strong evidence against this position. E.g.,
Bogkovié (2001) shows that while aux clitics can (4), object clitics cannot
occur above subject-oriented adverbs (10). This provides strong evidence
that aux and object clitics don’t occur in the same head position (11).

(10) Oni su joj pravilno odgovorili.

they are herp,; correctly answered

‘They gave her a correct answer/*did the right thing in answering her.’
(11) [agsp aux-clitics [rp sent. adverb [1p object clitics

Interestingly, pravilno still cannot intervene between su and joj.

(12) *Oni su pravilno joj odgovorili.
they are correctly herp,r answered

Boskovi¢ (2001) argues there is nothing wrong with (12) syntactically: it
is bad because it violates the 2P requirement, which is a PF, not a
syntactic condition. (13)-(14) illustrate the 2P effect (placing smo ga in
any other position would lead to unacceptability), which is traditionally
stated in syntactic terms: clitics must be second within their clause.

(13) Mi/zasto smo ga upoznali juce.

we why are him met yesterday

‘We met him yesterday./Why did we meet him yesterday?’
(14) Onatvrdi da smo ga upoznalijuce.

she claims that are him met yesterday

The traditional statement that SC clitics are second within their clause is
clearly incorrect. As (15)-(17) show, certain elements, such as
appositives, fronted heavy constituents, and parentheticals, can cause
clitics to occur further than 2P of their clause.

(15) Sa  Petrom Petrovicem srela se samo Milena.
with Petar  Petrovi¢ = met self only Milena
‘With Petar Petrovic, only Milena met.’
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(16) Znadi da, kao $to rekoh, oni ée sutra doéi.
means that as said they will tomorrow arrive
‘It means that, as I said, they will arrive tomorrow.’
(17) Ja, tvoja mama, obecéala sam ti sladoled.
I your mother promised am you,,; ice cream
‘I, your mother, promised you an ice cream.’

The distribution of SC clitics can be stated in very simple prosodic terms:
(18) SC clitics occur in the second position of their intonational (I-) phrase.

Prosodic structure is determined by syntactic structure. It is standardly
assumed that unless interrupted by an element that forms a separate
intonation domain, each clause is mapped to a single I-phrase, with the CP
edge corresponding to an I-phrase boundary. Some elements, such as
appositives, parentheticals, and heavy fronted constituents, form separate
I-phrases, evidence for which is provided by the fact that they are
followed by pauses. Under the most natural pronunciation clitic second
examples in (13) then contain only one I-phrase. In (15)-(17), on the other
hand, the relevant clauses are parsed into more than one I-phrase, since
the fronted heavy constituent, the parenthetical, and the appositive form
separate I-phrases. This means a new I-phrase starts after these elements,
which are obligatorily followed by a pause. Given this, the clitics are located
in 2P of their I-phrase in (15)-(17). When we place a clitic in 3P of its I-
phrase, violating (18), we get ungrammatical examples.

(19) a. *Petra  srela je samo Milena.
Petar,cc met is only Milenayoy
b. *Ja obecala sam ti sladoled.
c. *Znati da oni ée sutra doci.

The correct generalization regarding the distribution of SC clitics is then
that they are second within their I-phrase, not their clause, which shows
that the 2P effect is a PF effect.

A confirmation of (18) is provided by Boskovi¢’s (2001), examples
(20)-(21).
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(20) *Ko koga je poljubio?
who whom is kissed
‘Who kissed who?’

(21) ?Koji ¢ovjek, koju je knjigu kupio?
] i) ju je Knjigu Kup

whichman which is book bought
‘Which man bought which book?’

Given Rudin’s (1988) claim that fronted wh-phrases in SC don’t form a
constituent, (20) violates (18) (assuming straightforward mapping from
syntactic to prosodic constituents). (20) improves with heavier wh-phrases
(21). The first wh-phrase in (21) must be followed by a pause, an indication
of an I-phrase boundary. As a result, je is located in 2P of its I-phrase. (18)
easily captures (20)-(21). On the other hand, it is difficult to see how they
can be accounted for under a purely syntactic account since the proposed
analyses of MWF assign (20)-(21) the same syntactic structure.

Boskovié (2001) gives an account of (18) on which SC clitics must
encliticize to a constituent that is right-adjacent to an I-phrase boundary
because of their PF lexical properties. As a result, they must be second
within their I-phrase. The analysis forces phonological clustering of I-
phrase-mate clitics, but not clause-mate clitics. It doesn’t force their
syntactic clustering in the sense that it does not force clitics to occur in the
same head position. (22) is then ruled out in PF because the prosodic
properties of ga are not satisfied. (Ga violates (18).)

(22) ..*da su juce ga istukli.
that are yesterday him beaten
‘that they beat him yesterday.’

In Slovenian a clitic host also must be adjacent to an I-phrase boundary.
However, Slovenian differs from SC in that its clitics can be either
enclitics or proclitics. As a result, prosodically, nothing prevents breaking
of a clitic cluster in Slovenian by an element that is adjacent to an I-phrase
boundary. As noted in BoSkovi¢ (2001), examples of this type are indeed
acceptable in Slovenian (23). This confirms the relevance of prosodic
requirements to clitic clustering in the languages in question.
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(23) So v&eraj ga pretepli?
are yesterday him beaten
‘They beat him yesterday?’

I now turn to clitic placement. During the discussion below we will need to
control for the 2P effect since an example violating (18) will be ruled out in
PF independently of whether syntactic requirements of its clitics are met.
There is a lot of evidence for a height difference between aux and
object clitics, which shows they don’t cluster in the same head position.
First, the adverb data in (4)/(10) quite clearly show aux and object clitics
don’t occur in the same head position. The same holds for Stjepanovié’s
ellipsis data. Given that ellipsis affects constituents, it must be the case that
the object clitics and dali in (24) form a constituent to the exclusion of the
aux clitic, hence aux and object clitics cannot be in the same head position.

(24) Mismomu ga dali, a i Vi ste mu—sga—dali
we are himp,r itacc given and also you are himp,r itacc given
‘We gave it to him, and you did too.’ (Stjepanovi¢ 1999b)

That aux clitics are higher than object clitics is confirmed by (25), where
quite a bit of material occurs between the clause-mate clitics su and se. (Due
to the parenthetical, which is followed by an I-phrase boundary, each clitic
in (25a) is located in 2P of its I-phrase. Note that (25c) is unacceptable
because se is not located in 2P of its I-phrase. The contrast in (25a)/(25¢)
shows I-phrase-mate, but not clause-mate clitics have to cluster together,
indicating the clustering requirement is prosodic, not syntactic.)

(25) a. Oni su, kao §to sam vam  rekla, predstavili se Petru.
they are as am youp,r said introduced selfycc Petarpar
‘They, as I told you, introduced themselves to Petar.’
b. *Oni se, kao §to sam vam rekla, predstavili su Petru.
¢. *Oni su predstavili se Petru. (Boskovi¢ 2001)

Wilder and Cavar (1997) note speakers who allow VP fronting with aux
clitics accept (26), which confirms aux clitics are higher than object clitics.

(26) Dali ga Mariji  su Ivani Stipe.
given it,cc Marijap,r are Ivan and Stipe
‘Give it to Marija, Ivan and Stipe did.’
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There is also a height difference between pronominal clitics—they don’t
cluster in the same head position either. Thus, when applied to pronominal
clitics, the ellipsis and the parenthetical split test show dative clitics are
higher than accusative clitics. ((29)-(30) are from Boskovi¢ 2001.)

(27) Mismomu ga dali, a i vi ste mu ga—dali.
we are himp,; itacc given and also you are himp,r itace given
(28) * Mi smo mu ga dali, a i vi ste ga mu-daki. (Stjepanovi¢ 1999b)
(29) ?Oni su mu, kao $to sam vam rekla, predstaviliga  juce.
they are himp,r as am youp,r said introduced him,cc yesterday
‘They, as I told you, introduced him to him yesterday.’
(30) * Oni su ga, kao $to sam vam rekla, predstavili mu juce.

Progovac (1993) shows clitic climbing is marginally possible out of some
finite clauses. Stjepanovi¢ (1999b) notes that if only one pronominal clitic
in a double object construction climbs it must be the dative, which follows if
the dative clitic is higher than the accusative clitic.

(31)a. ?Marijamu  zeli da ga  predstavi.
Marija himp,; wants that him,c introduces
‘Marija wants to introduce him to him.’
b. *Marija ga Zeli da mu predstavi.

Putting all of this together, Boskovi¢ (2001) adopts the structure in (32).
(32) [agrsp aux-clitic [agriop dative clitic; [agrarop acc. clitic; [t; main V ;]].

Turning to ethical dative, (33) shows that, in contrast to argumental dative
(10), ethical dative can precede sentential adverbs, indicating the latter is
higher than the former. (37), where the ethical dative must precede the
argumental dative (ethical dative cannot be in the 3™ person), confirms this.

(33) Oni su ti pravilno odgovorili Ani.
they are youp,y correctly answered Anap,r (you=ethical dative)
‘They did the right thing in answering Ana/gave Ana a correct answer.’
(34) a. Juée sam ti joj  pomogla.
yesterday am youp,r herp,r helped  (you=ethical dative)
‘Yesterday, I helped her.’
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b. * Ju¢e sam joj ti pomogla.

Ethical dative clitics can then be incorporated into (32) as follows, where
AP is a discourse-related projection.

(35) [agp aux-clitic [ap ethical dative clitic [rp sent. adverbs [rp [agrior
dative clitic [agop accusative clitic [vp

These data show the order of clitics within the cluster matches their height
(if X precedes Y, X is higher than Y), which favors a structural account of
the order over arbitrary morphological template accounts, where the order
within the clitic cluster is stipulated in the morphology. In such an account,
the correlation with syntactic height is completely accidental.

A standard argument for a morphological template analysis concerns
Jje, which, in contrast to other aux clitics, follows object clitics.

(36)a. Oni su mu ga predstavili.
they are himp,; him,cc introduced
‘They introduced him to him.’
b. Onamu ga  jepredstavila.
she himp,r himucc is introduced

However, Boskovié¢ (2001) shows je is higher than object clitics in the
syntax. The above tests conclusively show this (compare (40) with (10)).

(37) Onamu ga jepredstavila,a i on je mu—sea—predstavie:
she himp,thim,ccis introduced and also he is himp,r him,cc introduced
‘She introduced him to him and he did too.’

(38) ?0n je, kao §to sam vam  rekla, predstavio se Petru.

he is as am youpr said introduced self,cc Petarpar
‘He, as I told you, introduced himself to Petar.’
(39) Dao ga Mariji jelvan.
given itycc Marijap,r is Ivan
‘Give it to Marija, Ivan did.’
(40) Jovanje pravilno odgovorio Ani.
Jovan is correctly answered Anap,r
‘Jovan gave Ana a correct answer/did the right thing in answering
Ana.’
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Boskovié (2001) concludes je is not lower than object clitics in the syntax;
there is in fact no difference in syntactic height between je and other aux
clitics. As discussed in section 1.5, the word order difference is a PF effect.

I now turn to Prosodic Inversion (PI). Halpern (1995) argues that
when SC clitics are sentence initial in the syntax, they move in PF looking
for a host. This movement, PI, applies only when necessary and moves
clitics the minimal distance necessary (after the first stressed word).
Halpern proposes PI to account for cases like (41), where su seems to
break a constituent. For him, su is sentence initial in the syntax,
undergoing PI in PF.

(41) Tog su ¢ovjeka vidjeli.
that are man  seen
‘They saw that man.’
(42) Syntax: su tog ¢ovjeka vidjeli. PF: Tog su ovjeka vidjeli.

However, there is strong evidence against this analysis. It fails to capture
the correlation between syntactic movability and the ability to host a clitic
and overgenerates in that it rules in many cases where a clitic cannot
occur following the first stressed word (see Wilder and Cavar 1994,
Franks and Progovac 1994, Boskovi¢ 2001.) Notice first that we don’t
need PI to derive (41). SC allows left-branch extraction, as shown by (43),
which can’t be derived by PI and must involve left-branch extraction of
kojeg/tog.

(43) Kojeg/Tog; tvrdi§  da su t; ¢ovjeka vidjeli.
which/that you-claim that are man  seen
‘Which man do you claim they saw./That man, you claim they saw.’

Strong evidence against PI is provided by cases where a syntactically
immobile element attempts to host a clitic. In (44) we have an element
that cannot move in the syntax. (45) shows prema, which is stressed, also
cannot precede a 2P clitic. Given (46), it should be possible for the syntax
to provide to PF the output in (47), with PI incorrectly deriving (45).

(44)  *Prema; hodaju [pp t; Mileni].
toward walk Milenap,r
‘They are walking toward Milena.’
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(45) *Prema su Mileni hodali (juce).
toward are Milenap,; walked yesterday
‘Toward Milena they walked.’
(46) cf. Juée su prema Mileni hodali.
(47) SS: su prema Mileni hodali PF: Prema su Mileni hodali

Split names, discussed in Franks (1998) and Bogkovi¢ (2001), confirm
only elements that can be placed in front of clitics by syntactic movement
can host them, which means syntax, not PF, provides a host for SC clitigs.
Consider (48)-(50). It is possible in some cases to inflect for structural
case either one or both names in a first+last name complex. (Nom. is the
default case in (48)-(50).) Leo can be separated from Tolstoi by movement
only when they are both inflected for structural case. Significantly,
cliticization patterns with movement. This is expected if only elements
that can be base-generated or syntactically moved in front of a clitic can
precede it. Under the PI analysis we would expect all the examples in (50)
to be good, since nothing blocks the derivation in (51).

(48)a. Lava Tolstoja ¢itam.
Leoacc Tolstoiacc read
‘Leo Tolstoi, I read.’
b. ?Lava Tolstoj  &itam.
Leoacc Tolstoiyom read
c. Lav Tolstoja ¢&itam.
Leonom Tolstoiscc read
(49)a. Lava ¢itam Tolstoja.
b. *Lava ¢itam Tolstoj.
c. *Lav ¢itam Tolstoja.
(50)a. Lava sam Tolstoja (itala.
Leoascc am  Tolstoiacc read
‘Leo Tolstoi, I read.’
b. *Lava sam Tolstoj (itala.
c. *Lav sam Tolstoja ¢itala.
(51) SS: Clitic Leo Tolstoi PF: Leo clitic Tolstoi

These data are the tip of the iceberg. It is easy to show with other
examples that there is a correlation between syntactic mobility and the
ability to host a clitic, which is totally unexpected under the PI analysis.
In other words, adopting PI for SC is extremely problematic. (Boskovi¢
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2001 argues this in fact holds for Slavic in general, including the
notorious /i-construction.)

1.3 Multiple Wh-Fronting

I now turn to multiple wh-fronting (MWF). Rudin (1988) argues that
despite superficial similarity, Bulgarian (52a) and SC (52b) have different
structures. According to her, in Bulgarian all fronted wh-phrases are in
SpecCP, while in SC only the first wh-phrase is in SpecCP.

(52)a. Koj kogo vizda?
who whom sees

‘Who sees whom?’
b. Ko koga vidi?
who whom sees

Boskovi¢ (2002) argues no wh-phrase has to move overtly to SpecCP in
SC (52b). One of my arguments concerns Superiority (ordering of wh-
phrases). Rudin shows Bulgarian and SC behave differently regarding
Superiority.

(53) a. *Kogo koj vizda?
b. Koga ko vidi?

Boskovi¢ (2002) shows this picture is more complicated. Bulgarian shows
Superiority effects in all contexts. Russian doesn’t show them at all. SC, on
the other hand, shows them in some contexts, namely exactly in those
contexts where French must have wh-movement: embedded, long-distance
(LD), and overt C (/i) questions. I illustrate this here for LD questions.

(54) a. ?Ko koga tvrdi§ da je istukao?
who whom claim that is beaten
‘Who do you claim beat whom?’
b. *Koga ko tvrdis da je istukao?
(55) a. *Jean et Marie croient que Pierre a embrassé qui?
John and Mary believe that Peter has kissed who
b. cf. Qui Jean et Marie croient-ils que Pierre a embrassé?
c. cf. Pierre a embrassé qui?

There is then a correlation between Superiority in MWF languages and
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the contexts where non-MWF languages must have wh-movement: SC
has superiority effects where French must have wh-movement, Bulgarian
has them where English must have wh-movement, and Russian has them
where Chinese must have wh-movement (i.e. never).This can be captured
if SC/Bulgarian/Russian pattern with French/English/Chinese regarding
when they have wh-movement; the former differ from the latter in that
they have additional wh-fronting which I argue involves focalization. Wh-
movement is then well-behaved with respect to Superiority. Anytime a
MWF language must have wh-movement, it shows superiority effects.
(See Boskovi¢ 1999 for explanation why, in contrast to wh-movement,
focalization doesn’t show superiority effects. Richards 2001 proposes an
alternative account, which however does not extend to all relevant
contexts in SC and is based on certain incorrect assumptions about SC
scrambling, see Boskovié¢ 1998).

Boskovi¢ (2003a) also shows there is variation regarding whether
questions like (56) allow single-pair (SP) answers. While wh-movement
languages like English and German don’t allow them, wh-in-situ languages
like Chinese, Hindi and Japanese allow them. Particularly interesting is
French: wh-in-situ (57a) allows SP readings while (57b) does not.

(56) Who bought what?
(57)a. 11 a donné quoi a qui?
he has given what to whom
b. Qu’a-t-il donné a qui?

Based on this, I conclude overt wh-movement has a damaging effect on SP
answers (see Boskovi¢ 2003a for an account of this. Note we are dealing
here with a one-way correlation which doesn’t rule out the option of non-
wh-movement languages disallowing SP answers.) Interestingly, SC allows
a SP answer for (56), while Bulgarian doesn’t, which confirms that, in
contrast to Bulgarian, SC doesn’t have to have wh-movement. As for other
MWF languages, Polish, Czech, and Russian pattern with SC regarding both
superiority and SP answers, while Romanian and Yiddish pattern with
Bulgarian (see the references in Boskovi¢ in press a, which also includes
discussion of speaker variation in SC and Russian that confirms the above
correlation). The correlation between the availability of SP answers and
the lack of Superiority effects is expected under Boskovi¢’s (2002)
analysis, where they both indicate the lack of true wh-movement.

It is also worth noting that in Boskovi¢ (2003b) I argue the same
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mechanism is responsible for different behavior of English and French with
respect to the obligatoriness of Inversion and wh-movement. Not
surprisingly given the above discussion, Bulgarian and SC again pattern with
English and French respectively (Inversion turns out to be irrelevant to the
question of whether Russian has wh-movement; see Boskovi¢ 2002).

(58)a. Qui tu as wvu?
b. *Who you have seen?

(59) a. * Kakvo toj dade na Petko/ VKakvo dade toj na Petko.
what he gave to Petko

‘What did he give to Petko?’ (Bulgarian)
b. Sta on dade Ivanu?
what he gave Ivanp,r (SO)

Finally, recall Rudin argues all fronted wh-phrases are located in SpecCP in
Bulgarian, forming an impenetrable cluster. Boskovié¢ (2003b) shows that
when SC must have wh-movement, it switches to the Bulgarian paradigm,
with all fronted wh-phrases located in SpecCP. So, while in the contexts
where SC doesn’t have to have wh-movement a parenthetical can split
fronted wh-phrases, in contrast to Bulgarian, in the contexts where SC must
have wh-movement, SC patterns with Bulgarian. I illustrate this for LD
questions (see Boskovi¢ 2003b for the full paradigm and an explanation).

(60) Ko, po tebi, S$ta  kupuje? (SO)
who according-to you what buys
‘Who, according to you, is bying what?’

(61) 7*Koj, spored tebe, kakvo kupuva? (Bulgarian)
who according-to you what buys
(62) *Ko, po tebi, koga vjeruju da tuce? (8C)

who according-to you who believe;y. that beats
‘Who, according to you, they believe beats who?

1.4 Scrambling

Examples like (63) are often taken to show SC has, scrambling. However,
(63) doesn’t necessarily show this since (63) is acceptable in English, and
English doesn’t have scrambling. Rather, (64) involves topicalization.



ON THE CLAUSAL AND NP STRUCTURE OF SERBO-CROATIAN 55

(63) Ivana Marija  voli.
Ivan,cc Marijayom loves
(64) Ivan, Mary loves.

It is well-known that, in contrast to topicalization, scrambling Japanese is
semantically vacuous. This is shown by (65), where the scrambled QNP
cannot take wide scope, which the topicalized QNP in (66) can do. (All the
Japanese data are from Boskovi¢ 2004 and Boskovié and Takahashi 1998.)

(65) Daremo-ni dareka-ga [Mary-ga e atta to] omotteiru.
everyonep,r someoneyoy Maryyon met that thinks
‘Everyone, someone thinks that Mary met.’

(66) Everyone, someone thinks that Mary met.

Do Slavic languages then have Japanese scrambling? Bailyn (2001) notes
that the fronted QNP can take wide scope in Russian (67).

(67) Kazdogo mal’¢ika kto-to  xocet, Etoby Boris uvidel e.
every boy someone wants thatgys; Boris saw
_ ‘Every boy, someone wants Boris to see’

Does this mean Russian doesn’t have scrambling? Not necessarily. As
Boskovi¢ (2004) notes, since Russian has topicalization (top) and
focalization (foc) (67) may simply represent the top/foc option, making it
irrelevant to the question at hand. The point extends to SC. To determine
whether SC has scrambling in addition to top/foc, we need something that
top/foc can’t do, but scrambling can. One relevant test involves relativized
minimality (RM). It is well-known that, in contrast to, e.g. topicalization,
scrambling is insensitive to RM. Thus, multiple scrambling and
scrambling out of wh-islands is possible, while topicalization is
disallowed in these contexts. ’

(68) * That book;, John;, Bill said that Mary handed ¢; e;.

(69)  Sono hon-o; John-ni; Bill-ga Mary-ga e; e; watasita to itta

(70) ?? That book, John wants to know whether Mary read.

(71)  Sono hon-o; John-ga [Mary-ga e; yonda ka dooka]siritagatteiru.
that bookscc Johnyow Maryyom read whether wants-to-know

SC patterns with Japanese: Stjepanovi¢ (1999a) notes (72a) contrasts with
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wh-movement out of wh-islands (72b), which follows if it involves
scrambling, like Japanese (71) and unlike English (70). That SC has
scrambling is confirmed by (73), which patterns with (69) rather than (68).

(72) a. Ovu knjigu; Marko i  Ivan znaju kada je Petar prolitao e;.
this book Marko and Ivan know when is Petar read
b.7* Kakvu knjigy; Marko i  Ivan znaju kada je Petar
what book Marko and Ivan know when is Petar
procitao e;?
read
‘What book do Marko and Ivan know when Peter read?’
(73) Ivanu tu knjigu Marija daje.
Ivanp,; that book,cc Marija gives

The conclusion is confirmed by radical reconstruction. Saito (1992) shows
that, in contrast to topicalization (74), scrambling can take a wh-phrase
outside of its scope (75). Stjepanovi¢ (1999a) shows SC allows examples
similar to (75), where the wh-phrase is taken outside of its scope. (Due to
MWEF, the wh-phrase still has to be fronted. What is important is that (76)
is interpreted like Marko zna ko Zeli koliko novca potrositi.)

(74) *[That Mary met who]; I know who; ¢; believes e;?

(75) ?[Mary-ga nani-o katta to}]; John-ga [Bill-ga ¢; itta ka sitteiru].
Maryyom What,cc bought that Johnyoy Billyom said Q knows
‘John knows what Bill said that Mary bought.’

(76) ?[Koliko  novca potro§iti]; Marko zna ko Zeli e
how-much money to-spend Marko knows who wants
‘Marko knows who wants to spend how much money.’

This shows that in addition to top/foc, SC has Japanese-style scrambling.
(As for Russian, there is some controversy regarding the RM test data; see
Bailyn 2001 and Boskovi¢ 2004. The wh-phrase-outside-of-its-scope test
cannot be run in Russian due to an interfering factor; see Boskovi¢ 2004).

1.5 Pronunciation of Lower Copies

I now turn to pronunciation of lower copies (PLC), which plays an
important role in SC syntax. Under the copy theory of movement a
question arises which copy of a moved element should be pronounced. It
is often assumed it is always the highest copy. However, Franks (1998)
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(see also Boskovié 2001, 2002) makes an important modification of this
assumption. He argues pronunciation of heads of chains is just a
preference. A lower copy can be pronounced iff this is necessary to avoid
a PF violation. Boskovi¢ (2002) provides evidence for this based on
MWEF. Consider Romanian (77)-(80).

(77) a.*Cinea adus ce?
who has brought what
b. Cine ce a adus?
(78) a. Ce precede ce?
what precedes what
b. *Ce ce precede?
c. Ce e precede ce;?
(79) Ce precede ce fird si influenteze?
what precedes what without subj. particle influence;,,
‘What precedes what without influencing.’
(80) a. What did John file without reading?
b.* Who filed what without reading?

(77) shows Romanian is a MWF language. However, there is an exception
to the obligatoriness of MWF. When wh-phrases are homophonous, the
second wh-phrase is pronounced in situ (78a). Many languages have bans
on homophonous sequences of certain morphemes. Since the ban pays
attention to pronunciation, it should be a PF constraint. This is what rules
out (78b). What about (78a)? It seems a wh-phrase fails to do here the
movement it normally must do in the syntax to avoid violating a PF
condition. Since we normally don’t find this kind of phonology/syntax
interaction, I proposed an alternative account in Boskovi¢ (2002).
Suppose that, as always, the second wh-phrase undergoes syntactic
movement. We then get (78¢). If we pronounce the head of the chain of
the second what, we violate the PF constraint in question. But this is
exactly the case when we can pronounce a lower copy. Under the PLC
analysis, the “wh-in-situ” in (78a) undergoes overt wh-movement, just
like what in What did John buy, it just happens to be pronounced in situ.
There is strong evidence for this analysis. It is well-known that only
moved wh-phrases can license parasitic gaps; a wh-in-situ cannot do that
(80). Romanian wh-in-situ in question licenses parasitic gaps (79), just
like overtly moved wh-phrases.
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Returning to je, Boskovi¢ (2001) shows PLC enables us to explain
the behavior of je noted above. Recall je precedes (it is higher than) object
clitics in the syntax, but follows them in PF. Following den Dikken (1994)
I adopted (81), where je is generated below the SS position of object
clitics, and then moves above them. I proposed a PF constraint requiring
Jje to be pronounced last within the clitic cluster, which was shown to have
independent motivation. Given this, we must pronounce lower je in (81).
We then have an account of the dual behavior of je: it behaves as if it’s
higher than object clitics in the syntax because it is higher than they are. It
follows them in PF because a PF constraint requires pronunciation of a
lower copy of je.

(81) jei [agrio dative clitic [agdo accusative clitic [ve/aue jéi -..]]]

In both the je and the what..what case, PLC provides us with an elegant
way of capturing syntax-phonology mismatches, where X behaves as if it’s
higher than where it is pronounced. In Boskovi¢ (2001) I show PLC also
enables us to turn a number of optional movements into obligatory
movements. To account for (4) and (82), Boskovi¢ (1997) argued that after
the participle moves in front of the aux clitic, establishing part-aux order, the
aux optionally moves to Agrs, the option being taken in (4) but not (82),

(82) Odgovorili su pravilno Mileni.
‘They gave Milena a correct answer.’
* ‘They did the right thing in answering Milena.’

Under PLC, aux movement can be considered obligatory. We then have
(83), where aux always moves in front of part. If there is a pronounced
element in front of the aux clitic we pronounce the higher aux (83a). If there
isn’t, pronunciation of the higher copy would induce a PF violation, which
means we can pronounce the lower copy (83b). Part-aux order then arises
via lower copy pronunciation, which occurs for PF reasons so that the aux
clitic can be prosodically supported. The analysis makes a prediction. Since
there is nothing wrong in PF if a non-clitic aux is sentence initial, we should
always pronounce the higher copy of the strong aux, which means part-aux
order should be impossible with a strong aux. The prediction is borne out, as
(84)~(85) show (su is a clitic aux).
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(83) a. X aux-clitic part. aux-elitie
b. awx-elitie part. aux-clitic
(84) *Odgovorili niswjesu njoj.
answered not+are/ARE her
‘They did not/DID answer her.’
(85) a. Nisu/jesu odgovorili aist/jess njoj.
b. s# odgovorili su njoj.

Consider now (86). (86) could be taken to indicate the subject optionally
moves in front of the clitic. PLC again enables us to treat this as
obligatory movement. Assume the subject always moves in front of the
clitic. In (87a), we can, hence must, pronounce higher oni. But this is
impossible in (87b), since this would violate the 2P requirement on su.
We then pronounce lower oni to satisfy the PF condition in question.

(86)a. Oni su zaspali.
they are fallen-asleep
‘They fell asleep.’
b. Petartvrdi da su oni zaspali.
Petar claims that are they fallen-asleep
(87) a. Oni su ent zaspali.
b. Petar tvrdi da eni su oni zaspali.

PLC has extensive application in SC, often hiding overt movement effects
(see Boskovi¢ 2001, Stjepanovi¢ 1999b). It is then important to bear it in
mind when discussing examples where PF considerations may be relevant.

2 NP Structure

I now turn to NP structure. I will start by establishing several generalizations
involving articles, which will be shown to have important consequences for
the structure of the traditional NP (TNP). (They could turn out to be strong
tendencies, which would still call for an explanation.)

2.1 Generalizations
Languages differ regarding whether they allow left-branch extractions
(LB) like the following.

(88) * Expensive/That; he saw [t; car].
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(89)  Skupa/Ta; je vidio [t; kola]. (8C)
expensive/that is seen  car
(90) Doroguju/Tu; on videl [t; maSinu]. (Russian)

expensive/that he saw  car

Uriagereka (1988), Corver (1992) and Boskovi¢ (2005) establish (91):
(Like most generalizations below, this is a one-way correlation. (91)
doesn’t say an articleless language must have LB.)

(91) Only languages without articles may allow LB examples like (89).

Boskovi¢ (2005) notes Bulgarian and Macedonian, the only Slavic
languages with articles, differ from most other Slavic languages in that they
disallow LB. Within Romance, Latin, which didn’t have articles, differs
from Modern Romance, which has articles, in that it had LB. Mohawk,
Southelm Tiwa and Gunwinjguan also allow LB and lack articles (see Baker
1996).

(92) a. *Novata; prodade Petko [t; kola].
new-the sold Petko  car
‘The new car, Petko sold.’
b. Novata kola; prodade Petko t;.

Before proceeding, let me note that for the purpose of (91) and other
generalizations below, I take articles to be unique, i.e. occur once per
TNP. The i ending in (93) is then not considered to be an article.’

' Based on (i), Basi¢ (2005) argues Bulgarian allows LB. However, without
extraction (i) is unacceptable, which suggests (i) involves an adjective that is base-
generated in, not moved to, its SS position, i.e. it doesn’t involve LB.
(i) Novaja prodade kolata (toj).

new it sold  car-the he
(i) *(Toj) (ja) prodade nova kolata.
2 It should become clear from the discussion below that what is important is the
existence of a definite article in a language, given that indefinite articles have
often been argued to be located below DP even in languages that clearly have DP
(see, e.g., Bowers 1987, Stowell 1989, Chomsky 1995, Boskovi¢ in press b).
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(93) novi/nov crveni  auto (SO)
NEeWper/NEWinper T€dpgr  CAr
This makes languages like Greek, where some speakers allow AP LB,
irrelevant to (91). (The “article” in such examples would not be
considered an article. See also Mathieu and Sitaridou 2002, who suggest
that this type of “articles” in Greek are actually agreement markers (for
definiteness).)
Consider now adjunct extraction from TNPs, which English
disallows.
(94) a. Peter met [np girls from this city]?
b. * From which city; did Peter meet [np girls t;]?

Observing SC and Russian do and Bulgarian doesn’t allow extraction of
adjuncts out of TNP, Stjepanovi¢ (1998) (see also Boskovi¢ 2005)
establishes (100). Note Polish and Czech pattern with SC and Russian.?

(95) 1z kojeg grada; je Petar sreo [djevojke t;]? (8C)
from which city is Peter met girls

(96) 1z  kakogo gorodaty vstrechal [devushek t;]? (Russian)
from which city you met girls

(97)* Ot koj grad; Petko [sre$tna momiceta t;]? (Bulgarian)
from which city Petko met girls

(98) Z  ktdérego miasta spotkates dziewczyny? (Polish)

from which city you-met girls

(99) Z kterého mésta jsi rekl, Ze jsi potkal divky? (Czech)
from which city you-are said that you-are met girls

(100) Only languages without articles may allow adjunct extraction out
of TNPs.

In Boskovié (2004) I also establish the generalization in (101).*

3 Spanish allows (95). However, Ticio (2003) shows the phrase in question is an
argument in Spanish. With clear adjuncts, such extraction is impossible.

* By scrambling I mean here the kind of movement referred to as scrambling in
Japanese, not German, whose “scrambling” is a very different operation with
very different semantic effects from scrambling in Japanese. One of the defining
properties of scrambling for the purpose of (101) is taken to be the existence of
long-distance scrambling out of finite clauses, which German doesn’t have. For
relevant discussion of German, see Boskovi¢ (2004).
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(101) Only languages without articles may allow scrambling.

As an illustration of (101), SC, Latin, Japanese, Korean, Turkish, Hindi,
Chukchi, Chichewa, Mohawk, and Warlpiri all have scrambling and lack
articles. Particularly interesting here are Slavic and Romance. Note, e.g.,
that Bulgarian has noticeably less freedom of word order than SC. As for
Romance, all modern Romance languages have articles and lack
scrambling, while Latin lacked articles and had scrambling.

Next, we have the rather interesting, new generalization in (102).

(102) Negative raising (NR) in examples like (103) is disallowed in
languages without articles.

SC, Czech, Polish, Slovenian, Russian, Turkish, Korean, Japanese, and
Chinese all disallow NR and lack articles. On the other hand, English,
German, Spanish, French, Portuguese, Romanian, and Bulgarian have both
articles and NR. In light of this, (102) may actually be a two-way
correlation: languages without articles disallow NR, and those with articles
allow it. There are two important points to note here. First, I consider here
only NR out of finite clauses (with overt C if this is an option). Second, I
have relied on the ability of NR to license strict clause-mate NPIs, such as
those in (104)-(107) (note the contrast between believe, an NR verb, and
claim, a non-NR verb), not the interpretation judgment regarding (103),
where the negation is interpreted in the lower clause.

(103) John does not believe that Mary is smart.

(104) John didn’t leave/*left [np; until yesterday]

(105) John hasn’t/*has visited her [np; in at least two years]

(106) a. John didn’t believe [that she would leave until tomorrow]
b. John doesn’t believe [that she has visited her in at least two

years]

(107) a.* John didn’t claim [ that she would leave until tomorrow]

b.*John doesn’t claim [that she has visited her in at least two years]

(108) gives a partial strict NPI paradigm for the languages in question.’

* I used ‘believe’ in all the examples. If there were no interfering factors I used
the above NPIs, which are underlined and interpreted in the embedded clause, the
relevant reading being ‘John believed/claimed Mary would not leave until
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(108)

a. Juan no cree/*dijo que Maria la ha visitado en al menos dos afios.
‘Juan doesn’t believe/*claim that Maria has visited her in at least two
years.’ (Spanish)

b. O Jodo ndo acreditou/??disse que a Maria vai sair até amanha.

‘John didn’t believe/say that Mary would leave until tomorrow.’
(Brazilian Portuguese)

c. Er hat *(nicht) sonderlich viel gegessen.
he has not particularly much eaten.
‘He did not eat that much.’

d. Ich glaube/*freue mich nicht dass, er sonderlich viel gegessen hat.
I believe/*look.forward not that he particularly much eaten  has

(German)

e. Ion nu a crezut/spus cd Maria va pleca pand maine. ]

‘John did not believe/*say that Mary would leave until tomorrow.’

f. Ion nu crede/*spus cid Maria a vizitat-o de cel putin doi ani.

‘John doesn’t believe/*didn’t say Maria has visited her in at least two
years.’ (Romanian)

g. Az ne vjarvam/*kazah ¢e Meri ja e posestavala pone dve godini.

‘I don’t believe/*didn’t say that Mary has visited her in at least two
years.’ (Bulgarian)

h. Jean ne croyait/*espérait pas que Marie parte avant demain.

‘Jean didn't believe/*hope Mary would leave until tomorrow.’ (French)

i. *Janez ne verjame, da jo je Marija obiskala Ze vsaj/najmanj dve leti.
‘John doesn't believe that Mary has visited her in at least two years.’

j. *Janez ni verjel/ne verjame, da bo Marija od$la vse do jutri.

‘John didn't believe Mary would leave until tomorrow.”  (Slovenian)

k. *Ivan ne vjeruje da ju je Marija posjetila najmanje dvije godine.
‘Ivan doesn’t believe that Mary has visited her in at least two years.’

1. *Ivan nije vjerovao da ée Marija oti¢i sve do sutra. '
‘Ivan didn’t believe that Mary would leave until tomorrow.’ (SO)

m.*Jan nevéfi, Ze Marie ji navitivila nejméné dva roky.

tomorrow’ and ‘John believes/claims Mary has not visited her in at least two
years’. The judgments are given only for these readings. Several examples have
other readings which I have ignored (e.g. ‘return tomorrow’ for ‘leave until
tomorrow”). For space reasons I omitted base-line data like (104-105). I gave
both an NR and a non-NR verb for NR languages to show that we are dealing
with clause-mate NPIs. (The distinction is not relevant in non-NR languages.)
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‘John doesn’t believe Mary has visited her in at least two years.’ (Czech)
n. *Jan nie wierzyl, ze Maria wyjedzie az do jutra.

‘John didn’t believe that Mary would leave until tomorrow.’ (Polish)
0. *Yuehan bu/cai, xiangxin Mali zhidao mingtian hui likai.

‘John didn’t believe that Mary would leave until tomorrow.’ (Chinese)
p. *John [Mary o-nu en az iki yil ziyaret et-ti] san-mi-yor.

‘John doesn’t believe that Mary has visited her in at least two years.’
g- *John [Mary yarin-a kadar ev-den ayril-acak] san-ma-di.

‘John didn’t believe that Mary would leave until tomorrow.’ (Turkish)
r. *Jon-wa [Mary-ga ashita made syuppatsu suru darou to] sinzi-nakatta.

‘John didn’t believe Mary would leave until tomorrow.”  (Japanese)
s. 72John-un [Mary-ka ecey-kkaci-to ttena-1 kes-irako] mitci ahn-ass-ta.

‘John didn’t believe that Mary would leave until tomorrow.’ (Korean)
t. *Ivan ne veril, ¢to Marija uedet az do zavtraSnego dnja.

‘Ivan did not believe that Mary would leave until tomorrow.’
u. Ivan palec o palec ne udaril, ¢toby mne pomoc.

relevant reading: ‘Ivan did not do anything to help me.’
v. *Dzon ne verit, ¢to Ivan palec o palec udaril, ¢toby mne pomoc.

‘John does not believe that Ivan did anything to help me.”  (Russian)

Interestingly, even in languages where the NPI licensing under NR test
fails, negation seems to be interpretable in the lower clause. Thus, (109)
allows the “atheist” (i.e. non-agnostic) interpretation “Ivan believes God
does not exist”. (The same holds for Korean, Japanese, Turkish, Chinese,
Polish, Russian, and Slovenian). Still, (108k-1) are ungrammatical.

(109) Ivan ne vjeruje da bog postoji. (SO)
Ivan neg believes that God exists

This suggest that there is actually a three way split among verbs with
respect to NR: (a) negation interpreted in the lower clause and strict NPIs
licensed under NR (possible only for some verbs in languages with
articles) (b) negation interpreted in the lower clause, strict NPIs not
licensed under NR c. no NR at all. In work in preparation with J.
Gajewski we argue the lower clause negation interpretation is actually a
pragmatic effect along the lines of Horn (1989), whereas strict NPI
licensing is a semantic effect (assuming a semantic approach to NPI
licensing). The reader should bear in mind the above restriction regarding
what I consider NR in (102).
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Next, there is the generalization in (110).
(110) MWF languages without articles do not display superiority effects
in examples like (52)-(53).

Recall MWF languages differ regarding whether they show Superiority
effects in examples like (52)-(53). Interestingly, MWF languages without
articles (SC, Polish, Czech, Russian, Slovenian, Mohawk) don’t show
them. MWF languages that do show them all have articles (Romanian,
Bulgarian, Macedonian, Basque, Yiddish). Hungarian is an exception (it
has articles and no superiority), which, however, doesn’t violate (110).°
Another new generalization concerns clitic doubling. It is allowed in
only two Slavic languages, Bulgarian and Macedonian (cf. Ivo go napisa
pismoto ‘Ivo it wrote the letter’), which also have articles. Slavic
languages that do not have articles disallow it. More generally, all clitic
doubling languages I am aware of (Albanian, Macedonian, Bulgarian,
Greek, Somali, Spanish, French (some dialects), Catalan, Romanian,
Hebrew, Arabic, Dutch (some dialects)) have articles. We then have (111).

(111) Only languages with articles may allow clitic doubling.

Turning to adnominal genitive, Willim (2000) notes English, Arabic,
Dutch, German, and Catalan, all article languages, allow two lexical
genitive arguments of the noun, where the genitive is realized either
through a clitic/suffix or a dummy P. On the other hand, articleless
languages Polish, Czech, Russian, and Latin disallow two lexical
genitives. The same holds for SC, Chinese, Quechua, and Turkish.
(Compare German Hannibals(gen) Eroberung Roms(gen) ‘Hannibal’s
conquest of Rome’ with Polish *podbicie Rzymu(gen) Hannibala(gen),
which is unacceptable regardless of the word order.). Willim’s
observation leads to the generalization in (112).

¢ There is some idealization of the judgments here, since I ignore some speaker
variation within particular MWF languages. Note also that there is an issue with
respect to Hungarian since Watanabe (2003) suggests the traditional definite
article in Hungarian is not a D-element (the status of Hungarian is thus unclear).
7 (112) concerns only nominal arguments, not possessives. I ignore for obvious
reasons languages (e.g. Japanese) allowing multiple identical case constructions.
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(112) Languages without articles do not allow transitive nominals with
two lexical genitives.

Next, Zivanovié¢ (2006) notes (114) has the majority reading where more
than half the people drink beer. The reading is missing in Slovenian (113),
which has the reading where more people drink beer than any other drink
though it could be less than half the people (the plurality reading. Beer is
focused.) Zivanovié¢ notes German, Dutch, Hungarian, Farsi, Macedonian,
and Bulgarian, which have articles, allow the majority reading. The
reading is disallowed in Czech, Polish, SC, Chinese, Turkish, and Punjabi,
which lack articles and allow only the plurality reading. This then leads to
(115).

(113) Najveé ljudi pije pivo.

(114) Most people drink beer.

(115) Only languages with articles allow the majority
superlative reading.

Finally, two correlations that don’t concern Slavic. There is a locality
distinction among languages with head-internal relatives (HIR): HIR in
Japanese, Quechua, Navajo, and Mohawk display island sensitivity, which
is not the case with Lakhota and Mojave (see Boskovié in preparation and
references therein). Interestingly, the former group lacks articles, while
Lakhota and Mojave have them. We then have (116). Finally, Baker
(1996) notes (117).

(116) Head-internal relatives display island-sensitivity in languages
without articles, but not in languages with articles.
(117) Polysynthetic languages do not have articles.

The above generalizations lead to the following conclusion: There is a
fundamental difference between TNP in English and articless languages
like SC which cannot be reduced to phonology (overt vs phonologically
null articles). If we posit DP for both, we need to make a radical
principled distinction between D in English and SC. Appealing to
phonological overtness will not work since English, e.g., disallows LB
(88), adjunct extraction from TNP, and scrambling even when D is null.
Moreover, we are dealing with syntactic/semantic, not phonological
phenomena here. It is often assumed TNP should be treated in the same
way in articless languages and English for the sake of uniformity.
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However, the argument fails on empirical grounds: it is simply a fact that
there are radical differences between the two-there’s no uniformity here.
Boskovié¢ (2005, in preparation) shows there is an easy way of capturing the
differences: they can be captured if there is DP in the TNP of English, but
not articless languages like SC.* As shown in Boskovié (2004) for
scrambling, Boskovié¢ (2005) for LB, and Boskovi¢ (in preparation) for
other relevant generalizations, all the generalizations in question can be
deduced under the DP/NP analysis. In the next section I briefly summarize
my (2005) account of LB, developing further an argument from this work.
For deductions of other generalizations, see the works cited above.

2.2 Back to Left-Branch Extraction

Boskovi¢ (2005) gives two accounts of (91). The first one is based on the
Phase-Impenetrability Condition (PIC), which says only the head and the
Spec of a phase are accessible for movement outside of the phase. (This
means phrasal movement out of XP must proceed via SpecXP if XP is a
phase.) On a par with Chomsky’s (2000) proposal that CP but not IP is a
phase, I suggest DP is a phase, but NP isn’t. Given the PIC, XP can then
move out of DP only if it first moves to SpecDP. There are two more
ingredients of the analysis: the traditional assumption that AP is adjoined
to NP and the Anti-Locality hypothesis (the ban on movement that is too
short), which is derivable from independent assumptions and argued for
by a number of authors (e.g., Boskovi¢ 1994, 1997, Abels 2003,
Grohmann 2003, Ticio 2003, Boeckx 2005, Jeong 2006). Like most other
approaches to anti-locality, the version of anti-locality adopted in
Boskovi¢ (2005) requires movement to cross at least one full phrasal
boundary (not merely a segment of a phrase). AP then cannot move to
SpecDP in (118) due to anti-locality. Given the PIC, it cannot move
directly out of DP either (119). Anti-locality/PIC thus prevent AP
extraction from DP, banning AP LB in English. They don’t ban all
movement out of DP: (120) is still allowed.

(118) * [pp AP; [ D [np ti [np-...

® 1 don’t rule out the possibility that the differences could be captured in a
uniform DP analysis. Such an analysis would have to posit a radical difference in
the syntax/semantics of DP in English and languages like SC. However, I am not
aware of such uniform DP accounts. In fact, uniform DP accounts generally
ignore the above generalizations, which are the most serious problems for them.
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(119) * AP; [pp [o D [ne i [e-...
(120) Who; do you like [pp t; [ D [ne friends of t;]]?
The ban on adjunct extraction from TNP in English can be accounted for
in the same way as the ban on AP LB, given that NP adjuncts are also
adjoined to NP. Moreover, the PIC/anti-locality problem doesn’t arise in
SC, since DP is lacking in the relevant examples.

Boskovi¢ (2005) observes LB in traditional A-as-the-head examples
is allowed in SC, which also follows given that AP is not a phase.

(121) Novim; je on [ap [azadovaljan [np t; [np poslom]]].
new ishe content job
‘He is content with his new job.’

Interestingly, AP LB is banned in the presence of another adjective.
(Boskovic¢ 2005 notes that the ban doesn’t hold for all classes of As and
that strong contrastive focus on one A improves unacceptable examples;
see Boskovi¢ 2005 for an account of these facts.)

(122) * Visoke je on vidio lijepe  djevojke.
tall is he seen beautiful girls
(123) cf. Visoke je on vidio djevojke.
‘He saw tall girls.’

Boskovi¢ (2005) gives an account of (122) based on McGinnis’s (1998)
Principle of Lethal Ambiguity, which says two elements equidistant from
K are lethally ambiguous for attraction by K if they are featurally non-
distinct. Since double AP LB involves a lethal ambiguity configuration
([ne AP [np AP [np N]1]), LB of either AP is banned.

In Boskovié¢ (2005) I also propose an alternative account of AP LB
based on the proposal that both the traditional structure where NP covers
AP, and Abney’s (1987) A-as-the-head analysis are correct, but for
different languages. In particular, in English A takes NP as its
complement (the AP option), while in SC N takes AP as its Spec (the NP
option; NP adjunction would also work). The parametric difference is tied
to DP. I assume the AP option is the default, but AP cannot be an
argument. This means that when DP is lacking, as in SC (but not English),
NP must dominate AP. This gives us a very simple account of English:
AP LB is impossible in English because it would involve extraction of a
non-constituent (AP is not a constituent to the exclusion of the NP in [pp
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D[ar A [ne N]]]) The problem doesn’t arise in SC, where the structure is
[ne AP NJ. (The analysis, however, doesn’t extend to the ban on adjunct
extraction from TNP.)’

I also gave several arguments for an A/N difference in the headed-
ness of TNP in English and SC. (124) shows prenominal adjectives
disrupt case assignment in English (him bears default acc instead of nom).
This is easily accounted for in Abney’s system, where A shields the
pronoun from outside case assignment as an intervening head.'® SC (125)
differs from (124), suggesting Abney’s analysis shouldn’t be applied to
SC. Note that the case of the pronoun changes in an acc. context, which
shows we aren’t dealing with a default case (nom. is impossible in
(125b)). Note also that Russian behaves like SC.

(124) The real him/*he will never surface.
(125) a. Pravi on se nikad neée pojaviti. (8C)
realyom henom refl never neg+will show-up
‘The real him will never show-up.’
b. Vidjeli smo pravog njega.
seen are real,cc himacc
‘We saw the real him.’
(126) a. Sil’naja ja smogu ego preodolet’ (Russian)
strongremnom Inon Will-manage him overcome
‘The strong me will be able to overcome him.’
b. Onne smozet preodolet’sil’nuju menja.
he neg will-manage overcome strongggmacc Meace
‘He will not be able to overcome the strong me.’

As expected, in Macedonian, which has articles hence should be an AP
language, an intervening A does disrupt case assignment—the pronoun must
bear the default case, which is nom. (The case doesn’t change in (127b).)

® Note that some. DP languages, e.g. German (see Cavar and Fanselow 2000),
allow an NP modified by an adjective to move alone (this is not fully acceptable in
SC, see Boskovi¢ 2005). This is not surprising: since NP is the complement of A,
AP cannot be extracted without NP, but NP is in principle extractable out of AP
(grovided there are no other interfering factors) in DP languages.

' An A of a DP language doesn’t seem to disrupt Case assignment to the N it
modifies. I speculate the N gets its case via agreement with the D of the DP
dominating the A, i.e. the V directly Case-marks the D, not the N.
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Interestingly, if the pronoun is fronted (127c¢), it can bear structural acc. This
is not surprising, since as a result of the fronting, the A no longer intervenes
between the V and the pronoun. The contrast in (127b-c) confirms the
intervention analysis (see Boskovi¢ 2005 for more evidence for the A/N
difference in the headedness of TNP in English and SC).

(127) a. Vistinskiot toj nikogas ne ke se pojavi. (Macedonian)
the-real  he never neg will refl. show-up
‘The real him will never show up.’
b. Go vidov vistinskiot toj/*nego.
cl. saw the-real he/him
‘We saw the real him.’
c. Go vidov nego vistinskiot.

There are two alternative analysis of LB. Franks and Progovac (1994),
who adopt Abney’s analysis for SC, propose a remnant movement (RP)
account (see also Abels 2003, Basi¢ 2005), where LB involves NP
movement followed by remnant AP movement (128). Cavar & Fanselow
(2000) propose a copy and delete (CD) analysis, where split constituents
are derived via scattered copy deletion rather than subextraction (129).

(128) [ap Lijepe t;]; ongledat;  [xp kucel,.
beautiful he is-watching houses
(129) [Lijepe kuée]; on gleda [np lijepe kude];.

The analyses fail to capture the relevance of presence/absence of DP for LB
and fail to extend to adjunct extraction. As shown in Bogkovi¢ (2005), they
face numerous additional problems. To mention just one, the RP analysis
fails to account for the contrast in (121)-(122), while the CD analysis
seriously overgenerates in that it rules in a number of unacceptable split-
constituent examples (it is simply way too unconstrained). Consider also
Boskovié’s (2005) extraordinary LB, where a P+A complex is fronted.

(130) *[Pravo u veliku sebu] je on usao [prave-t-veliku sobu].
straight in big  room is he entered
(131) U veliku je on usao sobu.

Clitic placement in (131) shows the P+A complex is a constituent. Boskovié¢
(2005) argues the constituent is created via movement (which doesn’t



ON THE CLAUSAL AND NP STRUCTURE OF SERBO-CROATIAN 71

depend on the clitic status of P) internal to the extended projection of the PP
(ExPP); basically, the adjective moves to SpecExPP, the P then adjoins to it,
so that further movement of it carries the P along. (130) is ruled out because
pravo is located in SpecExPP, where the P+A complex is formed. On the
other hand, (130) is unaccounted for under the CD analysis, given the
indicated deletion. In fact, (130) provides evidence that extraordinary LB
doesn’t involve PP movement, as in the CD analysis.

2.3 Looking for D in the Traditional NP in SC

Let us now consider arguments against DP in TNPs of articleless languages
that are independent from the generalizations in section 2.1. I will discuss the
issue with respect to SC. First, SC lacks articles, the prototypical D°.Though
SC doesn’t have articles, it does have items like that, some, as well as
possessives. However, there is a lot of evidence that these items are
adjectives in SC. First, they are morphologically adjectives (132).
(Occasional departures from this pattern, such as those found in Russian,
don’t necessarily show the elements in question are not adjectives in
Russian, just like the go-went pair doesn’t show go is not a verb.)

(132) a. tim nekim visokim djevojkama
thos€rgmprivst  SOMErempLinst  tallrempr st girlseempL vst

b. tih nekih visokih djevojaka
thoseremcene  SOMEremcene.  tallremcenee girlSremceneL

Second, in contrast to English, the SC elements in question can occur in
typical adjectival positions. Thus, in (133) a possessive occurs in the
predicate position of a copula. (For English examples, see the glosses.)

(133) Ova knjiga je moja.
*this book is my

Third, unlike in English, these elements can stack up in SC, just like Adjs.

(134) ta mojaslika
* thismy picture

They also have some freedom of word order. While in English DP
elements must precede adjectives, SC allows adjectives to precede some
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DP elements from English. (As is well-known, adjectives also have some
freedom of word order (cf. tall angry men vs. angry tall men)).
(135) a. Jovanova bivia kuda
Jovan’s former house
b. bivia Jovanova kuéa
* former John’s  house

Order permutations can have a semantic effect. So, (135b) can only refer to
the house John formerly owned. To refer to an object John now possesses
and that was once formerly a house (135a) must be used. (Russian Byvsij
Misin dom/Misin byvsij dom pattern with (135) in this respect.) Note also
that I am not saying here that the order of the SC elements in question, or
adjectives in general, is completely free (contrary to what is reported in
Pereltsvaig 2005). What is important is the contrast between SC and English
regarding the permutability of true adjectives and some traditional “D”
elements. The order of true adjectives with respect to each other, which
follows from semantic and prosodic (not syntactic) factors (see the data in
Pereltsvaig 2005), is not expected to be any freer in SC than in English.
Next, a SC prenominal possessive (susjedov in (136)) cannot be
modified by a possessive, or more generally, an adjective. ((136) is
acceptable on the implausible reading where moj/bogati modifies konj.)

(136) *moj/bogati susjedov konj
my/rich  neighbor’s horse

Assuming an adjective cannot be modified by an adjective, (136) follows if
SC possessives are indeed adjectives. Note also that although Russian
behaves like SC in this respect (*moj/bogatyj sosedov kon’), Pereltsvaig
(2005) argues such examples are irrelevant in Russian since they are ruled
out independently because a possessor cannot be modified in Russian (even
by an adverb). Note, however, that the simple possessor requirement clearly
doesn’t hold in SC. In fact, it doesn’t seem to hold in Russian either.

(137) Etot mja¢ nemnozko tvoj, nemnozko mamin. Net, etot mjac
this ball a-little yours, a-little  mom’s no, this ball
tol’ko mamin/Net, eto tol’ko mamin mja¢.
only mom’s.
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Elements that function as Ds in English are thus either missing or clearly not
Ds in SC, which should be taken as an argument in favor of the no-DP
analysis of SC. Notice also that Chierchia (1998) convincingly shows the DP
layer is not needed for argumenthood, as is often assumed, which removes a
potential semantic argument for DP in SC. Most importantly, while I am
unaware of any explanations of the generalizations from section 2.1 under
the universal DP analysis, they can all be explained under the DP/ NP
analysis, as shown in Boskovi¢ (2005, in preparation) and section 2.2.
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Why Clitics Cannot Climb out of CP:
A Discourse Approach

Jakub Dotlacil
Utrecht University

1 Introduction

As is well-known, clitics do not need to stay in the same clause in which
they originate. Under some circumstances they can move into a higher
clause. This phenomenon is referred to in literature as clitic climbing. It is
exemplified in (1). (All the data come from Czech, unless stated
otherwise.)

(1) Honza he; chce snist ;
Honza himacc wants eat;ng
‘Honza wants to eat it.’

In this example the clitic Ao ‘him’ is the argument of the embedded

infinitival clause (the internal argument of the verb ‘to eat’) but it surfaces

in the clitic position (=the Wackernagel position) of the matrix clause.'
Two more examples of clitic climbing are given in (2a) and (2b):

(2) a. Mama mi  he; zakazovala jist £;
Mother mepat himacc forbid eating
‘Mother forbade me to eat it.” [Czech National Corpus]

* Thanks to Janneke ter Beek for many suggestions, most of which found their
way into the paper in one way or another; thanks to Anne Sturgeon and Kriszta
Szendrsi for discussions on discourse characteristics of Czech, and to Rick
Nouwen. Thanks also to two anonymous reviewers and the audience at FASL 15.
! For readability purposes 1 boldface every relevant clitic (every clitic that
undergoes clitic climbing) and coindex it with 7 in the clause in which the clitic
originates.
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b. alestile nas ho; nutila jist #;
but always usacc himacc forced eatnr
‘...but she always forced us to eat it.” [Lenertova 2004]

As should be clear from examples (1)-(2b), clitic climbing can cross the
boundary of an infinitival clause. Thus, one might be tempted to say that
clitic climbing is an instance of A-movement. However, clitic climbing is
not as free as A-movement in every case. Junghanns (2002), Lenertova
(2004) observe that in Czech it cannot cross the CP boundary. (3a) shows
that clitics cannot move out of a clause that is headed by the inflected aby-
complementizer. (3b) shows that a wh-infinitival clause is an island for
clitic climbing, as well.

(3) a. *Podle mé ho; chtéla, abychom navstivili #;
According me himacc wanted compl;p. visit
‘According to me she wanted us to visit him.’
b. * Alenevim  ho; opravdu, jak zapisovat f;
But not-know himacc really  how recordmr
‘But I really do not know how to record it.” [Lenertova 2004]

Crucially, CP is not an island for A-movement in Czech (exemplified here
on wh-movement):

(4) a. Koho chces, abychom navstivili?
Who want complpg visit
‘Who do you want us to visit?’
b. Co nevi§, jak zapisovat?
What not-know how recording
‘What don’t you know how to record?

This is the puzzle: why is clitic climbing more restricted than instances of
A-movement? In particular, why does CP block it? The rest of the paper
provides an answer to this question.

The paper is organized as follows: the next section summarizes
previous accounts of the puzzle and discusses their shortcomings. After
that another explanation is developed which is based on two facts. First, it
is demonstrated that movement out of CP is possible only under special
discourse conditions (section 3). Second, it is shown that clitics cannot
express the discourse functions that are required for movement out of CP.
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If both of these claims are right, the explanation for the puzzle follows
(section 5). However, this explanation also leads to some interesting
consequences. As shown in section 5, the presented explanation is only
applicable if movement is not triggered by discourse interpretation but
rather, discourse interpretation is a mere consequence of independently-
triggered movement (in line with Chomsky 2001, but contra Sturgeon’s
2006 work on Czech).

2 Previous Accounts

There have been at least three accounts in Slavic literature that try to
explain why clitic climbing is more restricted than A-movement.

Progovac (1993)* makes two assumptions. First, clitics right-adjoin
into C. Her second assumption is that clitics cannot undergo successive-
cyclic movement. Thus, CP creates the first landing site for clitics but also
a position from which clitics cannot move any further.

Of course, this story is successful only if one can find an independent
support for each of the two hypotheses. Unfortunately, that is far from
clear. First, Bo3kovi¢ (2001) presents handful of arguments against the
assumption that clitics in Serbian are located in C. Some of these
arguments are applicable to Czech, as well.> Second, it is not clear why
clitics should not be able to undergo successive-cyclic movement. This
property is not derived, it is just stipulated in order to get empirical facts
right. Of course, an analysis that avoids such a stipulation is preferable.

The second approach is presented in Veselovska (1995). Veselovska
(1995) follows Rizzi’s (1982) account of clitic climbing in Italian and
suggests that clitics in Czech are heads. As such, they are subject to the
Head Movement Constraint. Therefore, when moving out of the CP they
cannot skip the intervening C-head. This has originally been assumed for
Italian to account for the difference between (5a) and (5b):

2 Her account has been developed to deal with Serbian data which I will say
nothing about. My main concern is to see whether this approach could be
applicable to the puzzle that I am focusing on.

3 Surprisingly enough, not all are. VP ellipsis cannot split the clitic cluster and
adverbs retain subject-oriented reading even when preceded by pronominal
clitics. Golden (2003) discusses differences between Serbian and Slovenian with
respect to some other tests. Czech behaves like Slovenian and unlike Serbian.
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(5) a. Nonti; sapreiche dire
Not you know what tell
‘I would not know what to tell you.’
b. * Non lo; saprei se consigliare ;
Not him know whether to advise
‘I would not know whether to advise him.’

In (5b) se sits in the C. Therefore, the clitic /o cannot pass it on its way up
to the higher clause. Che ‘what’ in (5a) is a phrase that sits in Spec, CP
and therefore, the clitic can move across it into the matrix clause.

Unfortunately, this nice correlation breaks down once one discusses
more data. As Cinque (2003) points out, clitic climbing out of CP is
severely restricted. Other verbs than sapere do not allow it, as shown on
dire ‘tell’ in (6):

(6) *Me lo;ha ditto achi dare ¢;
Me it have told to whom give
‘He told me to whom to give it.” [Cinque, 2003, ex. 35c¢]

Notice that a chi ‘to whom’ is a phrase and thus is located in Spec, CP.
Thus, under Rizzi’s (1982) account this sentence is expected to be
grammatical, contrary to the facts. Furthermore, Cinque notes that the
difference between (5a) and (5b) has probably another source. The right
generalization is, according to him, that clitic climbing out of a wh-clause
is possible only if the sentence allows for a rhetorical reading without the
wh-phrase. Whereas (5a) is equivalent to Non ti saprei dire niente ‘1
would not be able to tell you anything’ there is no equivalent paraphrase
of this type for (5b). This descriptive generalization cannot be captured by
employing the Head Movement Constraint.

But no matter what the right explanation for the Italian facts are, it is
important for the present discussion that in Czech there is no contrast
between counterparts of (5a) and (5b):

(7) a. * J4 mu nevim, jakou historku fict
I him not-know what story  tellnr
‘But I really do not know what to tell him.’
b. * J4 mu nevim, zda fict pravdu
I him not-know whether sayns truth
‘I do not know whether to tell him truth.’
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Since jakou historku ‘what story’ is a phrase, the ungrammaticality of (7a)
is unexpected if constraints on clitic climbing should follow from the
Head Movement Constraint. Besides, clitics can climb across verbs or
negation, which are heads bona fide. To conclude, as far as I know, there
is no evidence that clitic climbing in Czech is subject to the Head
Movement Constraint.

The third approach to clitic climbing is advocated in Rezac (2005).
He assumes that clitic climbing is A-movement driven by the clitic’s need
to get its Case licensed.* This explains the fact that clitics cannot escape
CP - since every A-movement is confined to a local TP (whatever the
explanation is for such a fact; see, for example, Chomsky 2000).
However, in order to make this account fully work one would have to
show that infinitival clauses from which clitics can move are smaller than
TPs (in fact, they must be smaller than vPs — otherwise object clitics
would not be able to move out). Rezac (2005) follows Wurmbrand (2001)
and assumes that some verbs (so-called restructuring verbs) can
subcategorize for a VP infinitival complement (restructuring infinitives).
He argues that clitics can climb out of restructuring infinitives only.

However, this explanation is quite problematic. First, Wurmbrand
(2001) shows for couple of unrelated languages that restructuring verbs
constitute a small set. This set includes verbs like #ry, manage, allow, but
not many more. On the other hand, clitic climbing in Czech is
unrestricted. Clitics can climb out of any infinitival clause provided it is
not a CP. In a corpus study (Dotlacil 2005), I went through around 30
verbs that embed infinitives. None of them is incompatible with clitic
climbing. If these were all restructuring verbs, Czech would present quite
an anomalous case cross-linguistically (compare this to clitic climbing in
Italian or Spanish, which does occur only with handful of verbs).

Second and more importantly, I believe that there are empirical
problems with Rezac’s approach.

Rezac’s argumentation that clitic climbing is possible out of VPs only
is based on arguments like the following. If they were just VPs, they
should lack the subject (PRO): this is a testable prediction. Since Czech
has subject-oriented possessive anaphors like sviyj (I gloss it as ‘self’s’), it
is expected that in case of clitic climbing the anaphor could not be bound

* Rezac’s approach aims not only to explain restrictions on clitic climbing but
also other issues, like clitic co-occurence restrictions. Since this is irrelevant to
the topic of this paper, I do not discuss these issues here.
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by the infinitival subject (since the infinitival subject must be missing).
Rezac claims that this is right, as witnessed by the following example
(Rezac’s judgments):

(8) * Pavel; jex Janovi; ptikazal dat #x svym;; ptatelim
Pavel themacc Janpar ordered givenr self’s friends
‘Pavel ordered Jan to give them to his friends.’

Here, svym cannot be bound by the infinitival subject (co-referrential with
‘Jan’) because climbing occurred and therefore, according to Rezac, the
subject is missing. Furthermore, svym cannot be bound by the higher
subject (independent lexical property of the possessive anaphor in Czech).
Data of this type would quite strongly support Rezac’s account. However,
I personally find this data very weak. For myself, the sentence in (8) is ok
(both interpretations of svym are possible).’

Another problem for Rezac’s approach has been noticed by Lenertova
(2004). If clitic climbing was driven by the need of Case licensing we
would expect it not to occur if the higher clause cannot license the clitic’s
Case. But that is wrong. For example, accusative clitics can climb into
clauses that are deprived of the ability to license accusative (passives,
unaccusatives).

I conclude that neither of these approaches is satisfactory. In the rest
of the paper, I am going to develop my own account. Before doing so, I
would like to stress the general idea that lies behind it. Notice that all the
previous analyses have something in common. They assume that clitics
have special syntactic property (they are located in C (Progovac, 1993),
they are heads and must obey the Head Movement Constraint
(Veselovska, 1995), they can only undergo A-movement (Rezac, 2005)). I
want to go a different way: throughout the rest of the paper I assume
nothing special about the syntactic properties of clitics. For my story to
work, they do not need to differ from phrases in this respect. However, it
is their interface properties that set them apart from phrases. Clitics cannot
be interpreted contrastively. As the next section is going to show,
contrastive interpretation is necessary for every non-wh-phrase that moves
out of CP.

’ See also a review in Linguistlist (16.3131). The Czech reviewer points out that
she finds this example grammatical.
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3 Restrictions on A-movement

3.1 How Movement Out of CP Cannot Be Interpreted

If we understand every sentence as an answer to some (usually
unpronounced) question then we can always divide the sentence into two
parts: a part that answers the question (focus) and a part that does not
(appearing under many different names in the literature; for example,
topic, background, etc.).

As is well-known, discourse notions as topic and focus do play a role
in the language. In particular, movement can force one discourse
interpretation over the other. It is interesting to note that the movement
out of an infinitival clause and movement out of CP differ in this respect.
The former is felicitous if the moved phrase is interpreted as a topic. This
is not true for the latter.

This is shown in the following example. (9) introduces the context
and the question which (10) is an answer to. In this context the phrase s
nim ‘with him’ in (10) becomes the topic part of the sentence.

(9) Context:
Marie had a friend Jirka but they had an argument a short time ago.
According to you, how does she approach him since then?

(10) a. Podle meé s nimod té dobynechce mluvit.
According me with him from this time not-want talk
‘According to me she does not want to talk to him anymore.’

b. Podle meé (#snim) od té doby nechce, abychom
According -me (with him) from this time not-want compl,sg
(s nim) mluvili
(with him) talked
‘According to me she does not want us to talk to him
anymore.’

Notice that s nim ‘with him’ as a part of topic can move out of the
infinitival clause in (10a). However, its movement out of the CP is
infelicitous (marked by # in (10b)).

As I am going to show in next sections, one needs to interpret a
phrase as a contrastive topic (section 3.2 and 3.3) or focus (section 3.4) in
order to make movement out of CP felicitous.
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3.2 Contrastive Topic®

Interpreting a syntactic constituent as a contrastive topic has
consequences on both the phonological and the semantic/pragmatic side.
On the phonological side, the contrastive topic is pronounced with a rising
pitch in Czech (Veseld et al.,, 2003). On the semantic/pragmatic side,
Biiring (1997), which I am going to follow, distinguishes two basic
functions of contrastive topic.’

First, contrastive topic can be used to shift the topic of the previous
question. For example, in (11) Marie is the topic brought up by the
question. This topic is shifted in B’s answer; however, this shift is only
possible if the new topic is marked as contrastive on the phonological side
—i.e., it must be pronounced with rising pitch.

(11)  A: Koho polibila Marie?
B: No, Natalka polibila Honzu.
A: Who did Mary kiss?
B: Well, Nathalie kissed Honza.

To explain the second use of contrastive topic, I need to introduce the
alternative semantics theory of focus. Following Rooth (1985), let us
assume that every syntactic node when assigned its meaning comes with
two values: an ordinary value and a focus value. We get the focus value of
a syntactic node if we substitute its focus part with its alternatives. For
example, the sentence John likes Mary in which Mary is the focus has the
proposition [[John likes Mary]] as its ordinary value. The focus value is
the set of propositions {[[John likes x]]: x is Mary or any of the possible
alternatives to her} = {[[John likes Mary]],[[John likes Nathalie]],[[John
likes Susan]),...}.

§ As with topic and focus, also this is by no means the only name that appears in
literature. Apart from being called contrastive topic (Gyuris 2002, Biiring 2003),
it has also been called contrastive focus (Gundel 1994), topic (Biiring 1997), or
TOPIC-focus (Kadmon 2001).

7 To be more precise, he discusses three functions of contrastive topic but later on
shows that one represents only a subtype.
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Now, Biiring (1997) notes that contrastive topic can be used to bring
about the following implication:® there is at least one alternative to the
contrastive topic, such that if this alternative replaces the actual
contrastive topic, the focus value (i.e., the set) is still open to discussion in
the discourse.

Let us go through one example. A brief conversation:

(12)  A:Libala se tvoje Zena s jinymi muzi?
B: Moje Zena se s jinymi muZi nelibala.
A: Did your wife kiss other men?
B: My wife didn’t kiss other men.

In B’s sentence, negation is focus. Let us assume that the focus value of
the sentence is the set {[[My wife kissed other men]], [[my wife didn’t
kiss other men]]}.

Let us say that B wants moje ‘my’ to be contrastive topic. He marks it
by pronouncing this word with rising pitch. This intonation goes hand in
hand with the implication on the semantic side that there are alternatives
to B’s wife for which the focus value is open to discussion. For instance,
even though B just says that ‘my wife didn’t kiss other men’, by making
‘my’ contrastive topic, he is implicating that the following set is still open
to the discussion (and A should probably inquire about it): {[[your wife
kissed other men]], [[your wife didn’t kiss other men]]}.

In the next section I am going to show that a constituent outside its
CP does not cause ungrammaticality when interpreted as a contrastive
topic. I will say nothing about the intonation. Instead I will only
concentrate on the interpretation that the constituent moved out of CP
triggers.

3.3 Movement Out of CP and Contrastive Topic
Let us go back to example (10b) and its context (9), repeated here:

® The word implication is used here as a cover term for both implication and
entailment. See Biiring (2003), Gyuris (2002), Sturgeon (2006) for discussion on
which of these notions is more appropriate.
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(13)  Context:
Marie had a friend Jirka but they had an argument a short time
ago. According to you, how does she approach him since then?

(14)  Podle mé (#snim) od té doby nechce, abychom
According me (#with him) from this time not-want compl;p.
(s nim) mluvili.
(with him) talked
‘According to me she does not want us to talk to him anymore.’

What goes wrong with example (13) is that the context for this sentence
does not support contrastive topic reading of the phrase that moved out of
the CP (i.e., s nim ‘with him’) (I consulted this example with three
speakers and indeed, they all did reject (13)).

What we need is the context that enables the implication which
contrastive topic brings about; namely, the implication that the focus
value of the sentence is still open to the discussion if the contrastive topic
phrase is substituted with its alternative.

This implication is satisfied quite naturally in the following scenario:
imagine that A is desperate to know whether Mary minds if he and B talk
with some people. He then asks for each person in particular, what B
thinks that Mary’s attitude towards such a person is (15). In this
conversation B can answer one of the questions by (16).

(15)  Context:
A: Vadi Marii, kdyZ budeme mluvit s Natalii? / B: Ne.
A: Vadi Marii, kdyZ budeme mluvit s Honzou?
A: Does Mary mind if we talk with Nathalie? / B: No.
A: Does she mind if we talk with Honza?

(16) Podle mé (s  nim) nechce, abychom (s nim) mluvili.
According me (with him) not-want complp. (with him) talked
‘According to me he does not want us to talk to him.’

The sentence is fine since ‘with him’ can be quite naturally understood as
a contrastive topic. In other words, the context in (15) supports the
implication that the contrastive topic puts forward: there are alternatives
to s nim ‘with him’ for which the focus value is open to the discussion
(namely, the other people that A is going to ask about).



86 JAKUB DOTLACIL

A contrastive topic reading may not only be supported by the context,
it may also be forced directly; for example, by using the lexical item zato
(close in its meaning to ‘but’, or ‘on the other hand’). Zaro is grammatical
in a sentence in which there is a shift from one discourse entity to another
(intuitively, this is reminiscent of topic shift with contrastive topic — see
section 3.2). The phrase that introduces such an entity can move out of
CP: '

(17)  Context:
Honza mél dva sourozence: Marii a Jirku. Jirku mél rad...
‘Honza had two siblings: Marie and Jirka. He liked Jirka...’

(18) ...zato o Marii nechtél, abychom mluvili.
...but about Marie not-wanted compl,p talked
‘On the other hand, about Marie he did not want us to talk.’

I should mention that acceptability judgments presented in this section are
on a scale. As said above, all three speakers rejected (13) and (14). One
speaker found (16) in the context (15) ok, two found it marginal (but still,
better than (14)). I believe that the reason that (16) was not ok for all the
speakers lies in the fact that even though the context in (15) makes the
contrastive topic reading quite viable, it does not force it as the only
possible one. It might be that two speakers still understood the phrase
non-contrastively. Example (18) (which forces contrastive topic reading
of the phrase as the only possible one) was ok for all three speakers.

It could also be shown that contrastive topic reading is necessary for
movement out of wh-infinitival clauses but for reasons of space I refrain
from doing so here.

3.4 A Note on Wh-Movement

In the preceding section I argued that movement out of CP is impossible if
the phrase is interpreted as a topic but it is grammatical if the phrase is
interpreted as a contrastive topic. However, this cannot be the end of the
story. Notice that wh-movement out of CP is possible, as already shown
in (4) and repeated here for convenience:

(19)  Koho chces, abychom navstivili?
Who want compl,p visit
‘Who do you want us to visit?’



WHY CLITICS CANNOT CLIMB OUT OF CP: A DISCOURSE APPROACH 87

I believe that the reason why (11) is fine is that wh-phrases are foci.

Surprisingly, movement of phrases which are not wh-words out of CP
is degraded (even though not ungrammatical) even when this phrase is
interpreted as a focus, as shown in (12) which represents an answer to
(11) (and therefore, Jirka is the narrow focus of the sentence):

(20) M Jirku chci, abyste navstivili.
Jirka want compl,p visit
‘I want you to visit Jirka.’

However, the marked status of (20) has probably nothing to do with the
fact that the phrase crossed the CP boundary; the marginal status of the
sentence is probably caused by a general preference of leaving focus in
situ. Even cases in which a focused phrase moves to the left edge of the
clause without crossing the CP boundary are marginal.

(21)  Context:
Co chces ¢&ist?
What do you want to read?

(22) a. ?#Murakamiho chci &ist.
Murakami want read
b. Chci ¢ist Murakamiho
want read Murakami
‘I want to read Murakami.’

I conclude that there is a difference between topic and focus/contrastive
topic. A topic interpretation of a phrase is incompatible with movement
out of CP. On the other hand, if a phrase receives a focus or contrastive
topic interpretation it can move out of CP. For independent reasons, a
focus interpretation is viable only for wh-phrases; the other phrases must
be interpreted contrastively when surfacing outside of the original CP.

4 Clitics Cannot Be Contrastive Topics or Foci
We have one piece of the story: movement out of CP requires contrastive

topic or focus interpretation. It remains to be shown that clitics cannot be
interpreted this way.
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First, notice that they cannot be the contrastive element in a sentence
with zato:

(23)  Zato ho kritizoval.
But him criticized
‘On the other hand, he CRITICIZED it.’

This sentence is fine but only under reading in which ‘read’ is interpreted
contrastively, not ‘him’ (i.e., it could only be a follow-up of sentences
like: John didn’t read the latest novel of Haruki Murakami).

Second, notice that clitics cannot trigger the implication that is typical
for contrastive topic. There is no way for B to make the answer (25) to the
question (24) to implicate that there are other men which A’s wife might
have kissed.

(24) Context:
A: Polibila moje Zena Jirku?
A: Did my wife kiss Jirka?

(25)  Nepolibila ho.
Not-kissed him.
‘She didn’t kiss him.’

Finally, (26) and (27) show that clitics cannot be narrow foci in the
sentence:

(26) Context:
Honza mél dva sourozence: Marii a Jirku. Koho mél rad?
Honza had two siblings: Mary and Jirka. Which one did he like?

(27) #Nejradsi ho mél.
best him had.
‘He liked him the best.’

In sum, (27), (25) and (23) suggest that interpreting clitics as focus or
contrastive topic is impossible.
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S Analysis

Now, we are in the position to explain why clitics cannot climb out of CP:
clitics do not allow focus/contrastive topic interpretation; however; this
interpretation is necessary for every movement out of CP.

For the analysis, 1 take a recent development of Minimalism
(Chomsky, 2001). I need to assume very little about the syntactic status of
clitics. Probably, they undergo A-movement like DPs.’ The nature of the
movement trigger is unknown to me; for simplicity, let me say that clitics
come with an unintepretable feature [+clitic] which is deleted in the Agree
relation with a head that carries the EPP feature (i.e., after establishing an
Agree relation, the particular clitic moves to the specifier of the head).
Furthermore, let us suppose that every clause might have a head which
can get into an Agree relationship with a clitic. Of course, there are many
other issues like clitic ordering (why are clitics only ordered the way they
are?) or clitic placement (why are clitics in the Wackernagel position of
the clause and not somewhere else?) which are not captured by what I
said so far. But I consider that a good thing since the restriction on clitic
climbing should follow from the (im-)possible interpretation of clitics and
nothing else, and therefore the syntactic part of clitic climbing should
remain as general as possible.

So far, there is nothing in the analysis that explains why clitics cannot
climb out of CP. For that we have to turn to the other part of the analysis:
discourse interpretation.

There are at least two ways we can think about the requirement of
interpreting a constituent outside of its original CP as a focus/contrastive
topic. The first one: (as assumed in Sturgeon, 2006) a phrase that is to be
interpreted as a contrastive topic'® has two features: [contrastive topic]
(which is interpretable) and [quantifier] (uninterpretable); the head that

° I argued against the A-movement analysis in section 2. It would be interesting
to find out whether an A-movement analysis of clitic climbing can get other than
negative support. For example, is it the case that clitic climbing licenses parasitic
gaps or induces weak-crossover effect? Unfortunately, so far I leave these issues
open, the main reason being that the status of these tests in Czech is not so clear.
For example, it has been shown that weak-crossover effect does not arise with
wh-movement in Czech (Sturgeon 2006).

1% Sturgeon (2006) talks only about a contrastive topic interpretation. The same
reasoning could extend to a focus interpretation.
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attracts contrastive topic also comes with two features: [contrastive topic]
(uninterpretable), [quantifier] (interpretable). Moreover, the head has the
EPP, hence movement of the contrastive topic. Now, both the goal and the
probe are active so an Agree relation (and therefore, movement) might be
established. It suffices to assume that the head appears in a higher clause:
thus, the contrastive topic phrase must move out of CP otherwise
uninterpretable features cannot be deleted (and the derivation crashes).

Even though this approach is quite straightforward, I deem it wrong.
Notice that in this story, a phrase can move out of CP if it carries a feature
that is deleted by a head in a higher clause. The feature might be
contrastive topic. However, there is nothing in this analysis that forces
every phrase outside of its CP to be interpreted as a focus/contrastive
topic. In other words, a constituent can move out of its original CP as long
as there is some head in a higher clause which has the EPP and the
constituent and the head can enter Agree relation. Now, suppose we say
that a higher clause hosts a head that has the EPP and enters Agree
relation with a clitic in a lower clause (there is nothing so far that would
prohibit such a scenario). In such case it would be possible for a clitic to
climb out of its original CP. And this is not what we want.

The moral is, we need to make sure that every constituent that moves
out of CP is interpreted as a focus/contrastive topic, otherwise we have no
explanation of why clitic climbing out of CP is impossible. In other
words, movement out of CP may be triggered by whatever feature; but it
must always lead to the focus/contrastive topic interpretation. This is in
line with Chomsky’s suggestion (Chomsky, 2001) that movement is not
driven by such considerations as discourse interpretation. A “dumb”
computational system should be blind to such issues; it is just an
independent property of interfaces that a phrase ends up being interpreted
in a particular way.

Let us follow Chomsky’s phase theory and assume that every
constituent that moves to a higher phase must move through the phase
edge. Furthermore, let us say that vPs and CPs are phases. Thus, every
constituent that moves out of the CP must go through the CP edge. I
suggest that there are two interpretative principles of the following type in
Czech:

(28) a. C-I: interpret every constituent that goes through the edge of CP
as contrastive topic



WHY CLITICS CANNOT CLIMB OUT OF CP: A DISCOURSE APPROACH 91

S-M: assign rising pitch to every constituent that goesthrough the
edge of CP

b. C-I: interpret every constituent that goes through the edge of C
as focus :
S-M: assign falling pitch'' to every constituent that goes through
the edge of CP

Assume this scenario: the constituent YP moves out of a non-CP clause:

[xe YPi ... [vp [tp ... ti ] ]]

In this case, the interpretative principles in (28) are not triggered; YP does
not have to be interpreted as a contrastive topic. Consequently, YP can be
a clitic and the scenario might represent a case of clitic climbing."

A second scenario: the constituent YP moves out of a CP clause:

[xe YP; ... [ve [cp.--ti]]]

In this case, the interpretative principles in (28) kick in. Thus, YP must be
interpreted either as a contrastive topic (28a) or a focus (28b). If YP is a
clitic, the sentence becomes illicit.

Thus, I claim success. The original puzzle (why clitics cannot climb
out of CP) has been derived from independent properties of clitics and
movement out of CP. I take this result to be support of an approach in
which discourse interpretation is not a movement trigger; rather a
particular discourse interpretation is a consequence of independently
triggered movement.

6 Conclusion
This paper offered an explanation of why clitics cannot climb out of CP

and differ in this respect from ordinary DPs. It was proposed that the
solution to the problem lies in the discourse properties: movement out of

' Falling pitch is typical for focus (see Vesela et al. 2003), apart from the parts
that are given (Schwarzschild 1999).

12 Of course, provided other conditions on movement are not violated (island
constraints etc.)
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CP leads to the focus/contrastive topic interpretation which is not
available for clitics. It has been shown that pursuing this explanation leads
one to the conclusion that contrastive topic cannot be a movement
triggering feature.

There are many issues that I did not touch upon. One of them is why
clitics cannot be contrastive topics. Another one is the exact account of
focus and contrastive topic, the one that would not only concentrate on the
interpretation of constituents that left the CP but would also have
something to say about constituents interpreted in-situ. Still another
question is whether the analysis presented here is challenged by other
Slavic languages, or other languages that exhibit clitic climbing.

Hopefully, there will be opportunities for future research in which
these issues can be taken up.
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1 Introduction

This paper argues for the existence of the distinction between Double
Object Construction (DOC) and To-Dative Construction (TDC) in
Croatian, without making reference to an applicative head (Appl®) in the
DOC. Instead, the goal in DOCs is analyzed as an argument of the verb,
while the goal in TDCs is analyzed as selected by a special head H’.
Examples (1) and (2) respectively show a DOC and a TDC in English.

(1) John gave Mary a book. Double object construction
“ (2) John gave a book to Mary. To-dative construction

At first glance, (1) and (2) seem to express the same meaning: they
describe an event in which the theme, the book, was given to the goal,
Mary, by the agent, John. On closer inspection, it becomes clear that the
two structures are distinct not only in their syntax, but also in certain
semantic properties. The characteristics associated with the DOC, but not
with the TDC include the following:

a) Ban against nominalizations (Kayne1984, Marantz 1993, Pesetsky
1995). A TDC can be nominalized, as shown by (3), while the DOC, in
(4), cannot.

* I would like to thank Suzanne Flynn, Alec Marantz, Shigeru Miyagawa, David
Pesetsky, Norvin Richards and Donca Steriade for their valuable comments and
discussions of this and earlier versions of the paper. Thanks are also due to the
audience at FASL-15 for their useful questions and reactions, as well as to an
anonymous reviewer for his/her insightful comments. All remaining errors and
ommissions are my own.
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(3) the gift of the book to Mary
(4) * the gift of Mary of the book

b) “Causative reading” (Oehrle, 1976). Ditransitive sentences that are
instances of the DOC have a reading on which the subject is understood
not as an agent, but rather as the cause of the goal’s coming to possess the
theme. The causative reading of (1) is loosely paraphrased in (5).
Sentences that instantiate the TDC do not allow for a causative reading.
Thus (5) is not a possible paraphrase of (2).

(5) Ifit weren’t for John, Mary would not have written her book.

¢) Rigid quantifier scope between the goal and the theme (Aoun & Li
1989, Bruening 2001). If in a DOC, the goal and the theme arguments are
quantified phrases, the goal obligatorily outscopes the theme, as shown in
(6). By contrast, in the TDC, the scope is free, as in (7).

(6) John showed a boy every coin. DOC:3>V,*v>13
(7) John showed a coin to every boy. TDC:3>V,V>3

d) Two-goal constructions (Miyagawa & Tsujioka, 2004). In
Japanese, the goal argument of verbs like okuru (‘send’) denotes either the
possessor (high goal) or the location (low goal). The presence of a low
goal (PP) forces the “possessor” interpretation of the high goal (DP).

(8) Taroo-ga Hanako-ni Tokyo-ni nimotu-o okutta.
Taro.nom Hanako.,,r Tokyo-to package.,ccsent
‘Taro sent Hanako a package to Tokyo.’

In (8), only the high goal, Hanako-ni, has the “possessor” interpretation
(Hanako does not have to be in Tokyo to be understood as a prospective
possessor of the book.) It has been noticed that in a DOC, the referent of
the first object must be the prospective possessor of the referent of the
second object (Gropen, Pinker et al., 1989). Thus, in a two-goal
construction, only the DP that is obligatorily interpreted as the possessor
of the theme corresponds to the goal argument in a simple ditransitive
sentence. I take this correspondence to mean ‘be theta-marked by the
same head and occupy the same syntactic position.’

The observed syntactic and semantic differences listed in a) — d) have
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often been explained by appealing to an applicative head (Marantz 1993,
Anagnostopoulou 2005, Ura 2000). Syntactically, Appl° takes the VP as
its complement, and the goal as its specifier, as illustrated in (9).

©) -
Goal /A&

Appl’ VP
/\

V° Theme

Its function is to establish a thematic relation between an “applied
argument”, the goal, and the event described by the verb.

In this paper I examine ditransitive constructions in Croatian, showing
that the contrast between the DOC and the TDC exists also in this
language, contrary to what a superficial inspection of the data might make
us believe. I argue that syntactic and semantic differences between the
DOC and the TDC can be accounted for without making reference to
Appl’, or any other functional head respons1ble for introducing and theta-
marking the goal. I claim that when the goal in a ditransitive construction
is interpreted as a possessor or beneficiary, it is an argument of the verb,
introduced as its specifier. When the goal bears a different theta-role, then
it is introduced by a syntactic head other than the verb.'

The motivation for the proposed analysis comes from the following
observations. First, syntactic and semantic properties of the DOC in
Croatian that can be explained by an applicative analysis can equally well
be explained by an analysis that does not posit Appl’. Furthermore, an
applicative analysis proves to be empirically inferior to the alternative
pursued here, when it comes to accounting for nominalization facts in a
class of Croatian ditransitive constructions. Applicative analyses, in one
way or the other, explam the ban on nominalizations in the DOC by the
presence of Appl® in the structure. We will see that in Croatian, some

' An obvious challenge for an analysis without Appl’ is to explain the source of
the applicative affix in Bantu, which appears on the verb in cases when the verb
valency is changed so as to include the benefactive argument and which has been
analyzed as the spell-out of Appl° (Baker, 1988; Marantz, 1993). See Marten
(2003) for an alternative explanation for the appearance of the applicative suffix
on the verb in Bantu languages Swahili, Bemba and Luganda.
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ditransitive constructions freely nominalize, even though by all
diagnostics they behave as DOCs, and should therefore contain Appl°.
Thus, appealing to the crucial presence of Appl’ as part of the explanation
of nominalization patterns fails to explain the Croatian data. Finally, the
data from quantifier scope relations between the goal and the theme
indicate that Appl’, if it were postulated, would have to be the only
functional head in the structure that does not provide a scope domain. The
inability of quantified phrases to raise to ApplP via Quantifier Raising
(QR) makes Appl° different from other functional heads, a property we
would like to explain in a principled manner. An analysis proposed here,
which does not posit Appl’ in the first place, avoids the problem
altogether.

The paper is organized as follows: in the next section I present an
overview of the claims particular to Croatian data, which I will be arguing
for in the paper. Sections 3 and 4 present a conceptual and an empirical
argument against an applicative analysis respectively. In section 5 I show
how the  properties of a  problematic  word  order
Verb...Dative...Accusative can be captured by the proposed analysis.
Section 6 presents independent evidence for the functional head I posit in
my analysis of the TDC. In section 7 I discuss the adequacy for the data at
hand of an analysis that posits a low applicative head, and section 8
contains concluding remarks.

2 Croatian Data

Selectional properties of Croatian ditransitive verbs are similar to those in
English, with one difference: Croatian ditransitive verbs never take an
animate goal in the form of the PP.

(10)a. Viddaje Hani  poklon.
Vid gives Hana.;,; gift
‘Vid is giving Hana a gift.’
b.* Vid daje poklon u Hanu.
Vid gives gift in Hana. cc

Under neutral intonation, ditransitive sentences with animate goals
appear in three different word orders, as shown in (11)-(13) below.

(11) Dan Vidu daje knjigu. D(ative)...V(erb)...A(ccusative)
Dan Vid.p,; gives book. ¢
‘Dan is giving Vid a book”
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(12) Dan daje  knjigu Vidu. V(erb)...A(ccusative)... D(ative)
Dan gives book.cc Vid.par
(13) Dan daje Vidu knjigu. V(erb)...D(ative)...A(ccusative)

Dan gives Vid.par book.ace

In the rest of the paper I examine these word orders against the
properties of the DOC listed in a) — d) of the Introduction and argue that
DVA is an instance of the DOC, and that VAD is an instance of the TDC.
The discussion of the third word order, VDA, is postponed until section 5,
where it will be shown that it is structurally ambiguous between the two.

2.1 Two-Goal Constructions

In a Croatian sentence that contains two goals, a dative-marked DP (D)
and a location PP, as in (14), varying the position of D affects its
interpretation. While in (15), Vid is required to be in Zagreb for the
sentence to be true, in (14), he can be anywhere, as long as he is the
prospective possessor of the book. Moreover, (15) is vague as to who the.
intended possessor of the book is; it could be Vid, or it could be someone
else, while Vid’s place is merely the location where the book is sent. I
take this to be evidence that in (14), D is interpreted as the possessor,
while in (15) it is interpreted as a location.

(14) Mia je Vidu poslala knjigu u Zagreb. D..V..A..PPioc
Mia Aux Vid.par sent  book.,ccin Zagreb. cc
‘Mia sent Vid the book to Zagreb.”

(15) Mia je poslala knjigu Vidu u Zagreb. V..A..D...PPoc
Mia Aux sent book.,cc Vid.par in Zagreb. ¢

I would like to suggest that the D that precedes the verb is an
argument of the verb, theta-marked as a possessor/beneficiary (Dposs),
while the D that follows the verb is an adjunct-like D denoting location
(Droc). Thus, DVA instantiates a DOC, while VAD instantiates a TDC.
Based on this observation, I propose that the DOC has the structure in
(16), while the TDC has a more elaborate structure in (17). The functional
head H° establishes an end-up-at relation between the theme and Dy oc.
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(16) /VP\ The structure for DOC
Dross Vv
Ve THEME
a7 /VP\ The structure for TDC
' HP
i hue

The structures I propose for the DOC and the TDC predict that it
should be possible for the two datives to occur in the same sentence. This
prediction is borne out, as shown by (18):

(18) Vid je Danu poslao knjigu Hani. Dppss... V... A...Dioc
Vid Aux Dan.p,; sent  book.,.c Hana.par
‘Vid sent Dan the book to Hana (to Hana’s place).’

The proposed structures account for c-command asymmetries that
hold between Dposs and theme on the one hand, and theme and D, oc on
the other. In a DOC, Dposs asymmetrically c-commands the theme, while
in a TDC the theme asymmetrically c-commands Dy oc. This is shown in
(19) and (20), by the absence of binding between the quantifier and the
variable in the (b) examples.’

(19)a. Ivan je [svakom studentu]; dao njegovu; knjigu. Dppgs...V...A
Ivan Aux every.par student.par given his.acc  book.ace
‘Ivan gave [every student]; his; book.’
b. *Ivanje njezinom; vlasniku dao [svaku knjigu].
Ivan Aux her.par OWNET.p0r given — every.acc book.acc
*‘Ivan gave its; owner [every book];.’

2 Relevant tests also show that Dpogs asymmetrically c-commands Djoc. These
data are ommitted here for reasons of space.
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(20)a. Ivanje dao [svaku knjigu]; njezinom; vlasniku. V...4...Dioc
Ivan Aux given every.,cc book.,cc her.par  owner.par
‘Ivan gave [every book]; to its; owner.’
b. *Ivan je dao njegovu; knjigu [svakom studentu];.
Ivan Aux given his.,cc  booK.,cc €very.par student.p,r
‘Ivan gave his; book to [every student];.’

2.2 Causative Reading

Under neutral intonation, DVA sentences have a causative reading, while
VAD sentences do not. This is obvious in examples such as (21), where
tthe subject is non-agentive, and the only plausible reading the sentence
might have is the causative one.

(21)a. Rat je Kirlezi dao knjigu. Dposs... V... A
war Aux Krleza.,,; given book.cc
‘The war gave Krleza a book.’
b. ??Rat je dao knjigu Krlezi. V..A..Dioc
war Aux given book.,cc Krleza.p\r

The presence of the causative reading in DVA, but not in VAD
sentences is another indication that the former has the structure of the
DOC, while the latter is a TDC, given the parallel with English facts.

2.3 Nominalizations

If DVA instantiates the DOC, we expect it not to be able to nominalize.
Conversely, if VAD is a TDC, the prediction is that it will be able to form
nominalizations. This is exactly what we find.

(22) a. * poklon Hani  knjige Viny...D...A
gift  Hana.par book.gey
* ‘gift of Hana of the book.”
b. poklon knjige Hani Ving...A..D
gift  book.cex Hana.par
‘gift of the book to Hana.’

The contrast in (22) has been accounted for by positing a null
functional head in the structure of the DOC (Appl® for Marantz 1993, G
for Pesetsky 1995), which precludes nominalization of the verbal structure
due to the violation of Myers’ generalization (Myers 1984):
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(23) Zero-derived words do not permit affixation of further derivational
morphemes.

Given that in my analysis it is the TDC that contains a null functional
head (H®), and yet if freely nominalizes, an alternative explanation for the
contrast in (22) is needed. I propose that nominalizations of the DOC are
illicit because the genitive theme is not adjacent to the nominalized verb,
i.e. Dposs acts as an intervener for the genitive case assignment. In a TDC,
on the other hand, nothing intervenes between the nominalized verb and
genitive theme.?

(24) Nominalization of DOC (disallowed)

o
n+VY S S
Dposs /__V’\
t THEiME
*Agree
(25) Nominalization of TDC (allowed)
e
n+V¥ /VP\
t; /HP\
THEME H’
I
Agree

The contrast in (22) can thus be explained by the generalization in (26):

(26) Shortest Case-Agree in Nominalization (SCAN)
In a nominalized structure, the case licensor must agree with the
closest DP.

3 I assume that in nominalizations the verb raises to adjoin to a null nominalizing
head n, merged with the VP.
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2.4 Quantifier Scope

It has been shown (Aoun & Li 1989, Bruening 2001, a.o) that quatifier
scope between the goal and the theme in a DOC is frozen, while in a TDC
it is free. In Croatian, DVA shows rigid quantifier scope (27), while in
VAD the scope between the goal and the theme is free (28).

(27) Petar je jednom djetetu dao svaku  Cokoladicu. D...V..A4
Petar Aux one.p,r child.par given every.,cc candy-bar.,cc

‘Petar gave one child every candy-bar.’ I>V,*v>13
(28) Dan je pokazao jedan dar svakom djetetu. V..A..D

Dan Aux showed one. . gift.accevery.par child.par

‘Dan showed one gift to every child.’ I>V,v>3

I follow Bruening (2001) in treating Quantifier Raising (QR) as a
feature driven operation constrained by locality. I further assume that a
quantified phrase of the semantic type <<e,t>,t>, must move (covertly)
and merge with a node of type <t> in order to be interpreted (Heim &
Kratzer 1998). If in a DOC, the goal and the theme are quantifiers, the
first available site of type <t> where they could be interpreted is the vP
node. If the phase head v* possesses a feature [q]* that attracts quantifiers,
then this feature will first attract the closer quantified phrase, the goal, and
next the one that is further away, the theme, which then has to tuck-in
(Richards 1997).

(29) vP
Dpossi vP
/\
A Theme; vP

A Agent

In a TDC, the vP contains two phrases of type <t>: vP and HP. Both +*

* Note that [q] must necessarily be optional, in order to allow structures that do
not contain quantified phrases.
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and H’ can come with [q] feature or without it. If H® with a [q] feature is
merged into the structure, Djoc outscopes the theme, as in (30),
(regardless of whether the quantifiers continue raising to v°).’

(30) HP
Dioci HP
A Theme H’

1 v* also contains the [q] feature, both quantifiers continue raising:

31) VP
A
Droci vP
— T —

A Theme; vP

If H® without a [q] feature is merged, both quantifiers are interpreted at the
vP level, in which case the theme outscopes Dyoc.

5 Tucking-in is impossible in (31), because here, a quantifier is not interpretable
in the tucked-in position.
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32) vP
Theme; vP
A Dwg VP
A Agent vP
v*[q] VP
A
A" HP
/\
........... t; H’
T — i 5

All the arguments discussed in this section point to the conclusion that in
Croatian, DVA word order instantiates the DOC, while VAD word order
instantiates the TDC. We have also seen that a coherent theory of the
differences between the two constructions can be developed without the
need of introducing Appl’, a functional head that introduces and theta-
marks the goal. In the next section I present a conceptual argument
against positing Appl’ in the structure of the DOC, which rests on
quantifier scope.

3 A Conceptual Argument Against Appl’

Analyses that appeal to Appl’ rely on neo-Davidsonian semantics in order
to preserve compositionality of the proposed structures (Kratzer 1996). In
such a framework, ApplP would have to be of the appropriate type for
QR, namely <s,t>, where s stands for the event argument. Assuming that
this is the case, if Appl° is the head that introduces Dposs, it crucially must
be unable to bear the [q] feature. Otherwise, the derivation in (33) which
results in the unattested inverse scope in the DOC would incorrectly be
allowed.



DOUBLE OBJECT CONSTRUCTION IN CROATIAN: ARGUMENTS AGAINST APPL 105

33) vP
/\
Agent v
v ApplP
/\

Theme; ”égﬂk

A Dross Appl’

/\
Applt*d VP

v

As we saw in the previous paragraphs, H’ provides a scope domain and v’
does too. Appl® would thus be the only functional head in the vP domain
which is not a possible QR site. If Appl° is not posited, the problem does
not arise.

4 An Empirical Argument Against Appl’

Besides the conceptual considerations _]ust presented, there are also
empirical data that argue against Appl° in the structure of the DOC.
Consider the Croatian verb opskrbiti (‘to supply’), whose first argument is
accusative (A), and the second instrumental (INST). Under neutral
intonation, it appears in two word orders: A...V...INST and V...A...INST.
With this verb, the accusative is understood as the possessor of the
instrumental DP. It behaves as if it were Dposs. The quantifier scope
between the two objects is frozen, as shown by (34).°

(34)a. Danje jednu farmu opskrbio svakim strojem. A...V..INST
Dan Aux one.,cc farm. . supplied every.ns machine.gr
‘Dan supplied a farm with every machine.’ I>V,*v>3

® An anonymous reviewer points out that he word order in (34b) corresponds to
the TDC. This is in fact not so, given my assumption that the accusative agument
in (34b) corresponds to Dposs, i.e. is merged in the position where Dposs is
merged The word order in (34b) actually corresponds to VDA whlch as I argue
in section 5, can be derived from the DOC by the verb raising to +°. If the verb
opskrbiti (‘to supply’) appeared in a TDC, the word order would be
V...INST...ACC, which is disallowed under neutral intonation.
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b. Danje opskrbio jednu farmu svakim strojem. V...A...INST
Dan Aux supplied one.,cc farm.cc every.nsr machine. s
‘Dan supplied a farm with every machine.’ I>V,*v>3

These data indicate that the verb opskrbiti only appears in a DOC, and
cannot instantiate the TDC. I conclude that the sentence in (34) has the
same structure as the sentence in (27), despite the quirky case marking.
An applicative analysis would thus predict that structures containing this
verb cannot form nominalizations (being DOCs, they would necessarily
contain Appl®). However, this prediction is not borme out —
nominalizations of this verb are quite natural, as shown by (35).

(35) opskrba farme strojevima
supply farm.q,machines. g
‘supply of the farm with machines’

On the other hand, the fact in (35) is correctly captured by SCAN. Since,
due to the quirky case marking, it is the goal that in a nominalization
bears the genitive case, SCAN correctly predicts that nominalizing the
structure is possible.

5 VDA Word Order

So far, we have seen arguments that out of the three possible word orders
in which ditransitive verbs appear in Croatian, VDA instantiates the DOC,
and VAD instantiates the TDC. In the Introduction I briefly stated that the
third possible word order, VDA, will be shown to be ambiguous between
the DOC and the TDC. This is because this word order has properties of
both structures. Its dative DP is understood as a possessor in a two-goal
structure, as shown in (36), and if the subject of a sentence is non-
agentive, the sentence has a causative reading, exemplified in (37).

(36) Miaje poslala Vidu knjigu u Zagreb. V..D...A...PPoc
Mia Aux sent Vid.par book.,ccin Zagreb.cc
‘Mia sent Vid the book in Zagreb.’

(37) Rat je dao Krlezi  knjigu. V..D..A
war Aux given Krleza.;,r book.cc
‘The war gave Krleza a book.’
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At the same time, sentences with this word order do allow for inverse
scope between the goal and the theme. This is shown in (38).

(38) Doktorje dao jednoj tajnici svaki  karton. V..D...A4
Doctor Aux given one.p,; secretary.par€Very.acc file.acc
“The doctor gave to one secretary every file.’ I>v,v>3

However, when a sentence with a non-agentive subject is used and both
objects are quantified, the scope becomes rigid: D > A.

(39) Ratje dao jednom piscu  svaku knjigu. V.D..A
war Aux given one.p,r author.,,revery.,cc book.cc
‘The war gave an author every book.’ I>V,*v>3

Similarly, the scope between the dative and accusative freezes if the
PP, oc is added to the structure.

(40) Danje poslaojednom studentu svaku knjigu u Zagreb.
Dan Aux sent one.,,r student.p,revery.,cc book..ccin Zagreb
‘Dan sent one student every book to Zagreb.’ I>V,*v>3

The mixed properties of VDA can be accounted for if this word order can
be derived either from a DOC structure, by the verb moving to W, as in
(41), or from a TDC structure, by the D, oc scrambling to adjoin the HP,
as in (42).

(41) VDA — underlyingly DOC

Agent v

t; Theme
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(42) VDA — underlyingly TDC
HP
Dioc_HP

n Theme  H’

" This section completes the analysis of the DOC in Croatian. We saw
that the proposed structures derive the semantic and syntactic properties
of the DOC/TDC from the introduction, in all three possible word orders
in which Croatian ditransitive verbs appear. I next present independent
evidence for the functional head H’, and I discuss the applicative analysis
that employs a low applicative head (Pylkkdnen 2002).

6 Independent Evidence for H

The analysis of the contrast between the DOC and the TDC presented
here does not posit a functional head (Appl°) that introduces and theta-
marks the goal. However, it does posit a functional head (H°) that
introduces (and theta-marks) Dy oc and other location phrases. From the
conceptual point of view, these approaches might seem equally
(un)desirable. Here I present an argument that shows that Croatian data
cannot be accounted for without positing H’, even if we keep Appl° as the
introducer of the benefactive/possessor. Thus, the comparison is not
between the analysis with Appl° vs. the analysis with H, but between the
analysis with both Appl® and H” and the analysis with H’ only.

We have already seen that in Croatian, the object that linearly
precedes the other also c-commands it. Consider an example in which the
location phrase is a PP. Suppose that the PP contains a quantified DP,
svaku zemlju (‘every country’) which binds a variable in the theme that
follows it, as in (43). Suppose further that H® is absent from the structure.

(43) Hanaje poslalau [svaku zemlju]; njeziny; zastavu.
Hana Aux sent in every.,cccountry.,ccher.,cc  flag.acc
‘Hana sent to [every country]; its; flag.’

In order to obtain the word order in (43), the PP must have scrambled to a
position that precedes the theme. Since in Croatian overt prepositions
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cannot be stranded, the preposition, # (‘in’) must be pied-piped together
with the DP. We thus obtain a structure in (44).

w =
/PP\

P DP
u _—
in svaku zemlju

A every country

In (44), the quantifier, svaku zemlju (‘every country’) does not c-
command the pronoun, njezinu (‘her’), even though it does bind it. This is
not surprising, since binding out of PPs in general seems to be allowed, as
long as the relevant PP c-commands the variable to be bound. Thus, in
(44), the nodes that are relevant for determining c-command relations
between the quantifier and the pronoun are the bold-faced PP and DP. If
this is correct, it makes the prediction that in the TDC word order in
which the PP does not scramble, but follows the theme such as (45),
backwards binding should be possible. However, this is not so.

(45) * Hana je  poslala njeziny; zastavu u [svaku  zemlju];.
Hana Aux sent  her.,cc flag..cc in  every.,cc country.,cc
‘Hana sent its; flag to [every country];.’

We expect the relevant nodes for determining c-command between the
theme and the PP oc to be those marked in the tree in (46) by bold-faced
fonts, which symmetrically c-command each other.

(46) VP
/\
poslala DP PP
K——\
sent njezinu zastavu P DP
its flag u
in svaku zemlju

every country
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However, if the structure in (46) contains an additional functional head,
between the theme and the PP.oc, as in (47), the c-command relation
between PPy oc and DP no longer holds, and no binding is expected.

(G VP
/‘\
\A HP
_—/\
poslala DP H’
A -0'/\
sent njezinu zastavu H PP

its ﬂag A
u svaku zemlju
in every country

These data argue in favor of positing H’ in the TDC regardless of
whether Appl’ is posited in the DOC or not. This constitutes independent
evidence for positing H’ in the structure of the TDC.

7 Low Applicative Head?

In this section, I briefly comment on the analysis in which the DOC
structure contains a low applicative head, proposed by Pylkkénen (2002).
Pylkkénen proposes that the DOC in English (and other languages that
have a low applicative head) contains a functional head below the verb,
which establishes a relation ‘to/from-the-possession-of® between the goal
and the theme. The structure she proposes is given in (48).

(48) VP
vl
Goal Appl’
Appl’ Theme
| Nothing in the analysis presented here excludes the syntactic tree in
(48) as a possible correct representation for the DOC in English (and

Croatian DVA (and VDA) word orders). Crucially, given the semantic
type of the low applicative, given in (49) below, ApplP would not be of
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the appropriate type for the QR of the theme, and the unattested quantifier
scope (theme>goal) would be correctly excluded.

(49) Ax.Ay.Mcecsi>>.Me.f(€,X) & theme (e,x) & to/from-the-possession
(x,y).

However, we saw in the previous section that H’ is necessary, and that the
properties of the DOC/TDC can be explained without reference to an
additional functional head present in the DOC. More research is necessary
to establish whether we need to appeal to the low applicative head as a
separate functional head in the grammar in order to derive the properties
that I believe can be derived by appealing to the verb alone.

8 Conclusion

In this paper I examined ditransitive sentences in Croatian. I proposed that
out of the three possible word orders between the verb (V), the goal (D)
and the theme (A), DVA is an instance of the DOC, VAD is an instance
of the TDC, while VDA is ambiguous between the two. I developed a
theory of the differences between the DOC and the TDC without positing
Appl” in the structure of the DOC. I showed not only that such a head is
unnecessary for deriving the DOC/TDC contrasts, but that it is also
conceptually undesirable (since it would have to be the only functional
head in the vP domain that does not provide a scope domain). I showed
that an applicative analysis also fails empirically, in predicting that
ditransitive structures containing an accusative and an instrumental
argument do not nominalize, contrary to fact. Finally, I proposed that the
TDC obligatorily contains a functional head H’, and presented some
independent evidence for it.

At the end of the paper I briefly discussed conceptual and empirical
adequacy of the theory of the DOC that posits a low applicative head
(Pylkkénen 2002). I concluded that neither conceptually nor empirically
does such an analysis share the problems of the one with the high
applicative head, but it is unclear at the moment whether there is data
which would make it empirically necessary.
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Russian has an anaphoric element in possessives, namely sobstvennyj. Its
distribution cannot be accounted for in terms of the standard Binding
Theory. Syntactic properties of sobstvennyj differ from both possessive
reflexive svoj and possessive pronominal ego. Besides the two latter can
appear alone or with sobstvennyj (forming complex expressions svoj
sobstvennyj, ego sobstvennyy), but the form sobstvennyj itself can only be
simplex. This gap in the paradigm of possessives is filled in if we posit a
null pronoun that (just like svoj and ego) can appear with or without
sobstvennyj. This hypothesis seems not to come into conflict with the
empirical data.

The paper is organized as follows: section 1 explores properties of
simplex possessives svoj and ego. Section 2 concentrates on syntactic
distribution of sobstvennyj. In 2.1 we advance the hypothesis that surface
sobstvennyj is a complex expression formed by a null anaphoric pronoun
and sobstvennyj. Section 3 deals with the structure of prenominal
possessives in Russian. We state that agreeing possessives are generated
in Spec, NP and surface in this position in Old Russian, whereas in
modern Russian they move to the Spec, nP. Sobstvennyj under this
hypothesis could be nP or NP adjunct. Section 4 concentrates on the
distribution of complex possessives. We argue that their properties are

* We are indebted to Ekaterina Lyutikova and Yakov Testelets for their valuable
comments and criticism at various stages of this research, thanks are also due to
the audience at FASL-15. We are grateful to two anonymous reviewers for their
detailed comments that helped us greatly to improve the paper.
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dependent on those of simplex pronouns and sobstvennyj element. Section
5 sums up the functions of sobstvennyj and shows that @ + sobstvennyj
construction displays the same effects as other possessive complexes do.

1 Syntactic Distribution of Possessive Pronouns

1.1 Svoj

Possessive svoj exhibits properties, perfectly consistent with Principle A
of the Binding Theory. As was noted as early as 1986 by Gilbert
Rappaport: "The locality domain of the Russian reflexive is the minimal
finite clause containing it". The same is true for possessive reflexives.

In the object position of the finite verb, svoj cannot take an antecedent
outside the embedded clause (see (1a) '), but in the infinitival clause
(example (1b)) svoj may be coindexed with both subjects: of the matrix
and of the embedded clause.

(1)a. Vanja  znaet, <¢to Volodja ljubit [svojusestru]>.
Vanjayomknows that Volodjanom loves  self's sisteracc
‘Vanja; knows <that Volodja; loves *his; /his own; sister>.’

b. Professor poprosil assistenta<PROC¢itat' svoj doklad>.
professoryomrequested  assistantacc to-read self's reportacc
‘The professor; asked his assistant; <PRO; to read his own;;
report>.’

The set of potential binders of svoj is not restricted (as is usually
supposed) to nominative subjects. In absence of the latter, svoj can also be
anteceded by the psych-predicate experiencer object.”

In (2) one of the psych-predicate arguments (namely the Theme: Petja
in (2a) and svoja sobaka in (2b)) can be assigned the nominative case. It
makes it, then, impossible for the experiencer object to bind the reflexive
possessive in a subject position (2b):

' Examples (1a,b) are borrowed from Rappaport (1986). Author's notation is
?reserved.

This property of svoj is not a unique characteristic of Russian. The same
phenomenon is attested in some other languages (see Pesetsky 1987, Belletti &
Rizzi 1988, Pollard & Xue 1998, Xue 2002, among others).
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(2)a. Petja; razdrazaet svoju; sobaku.
Peternom irritates self'sacc dOgAcc
‘Peter's; dog is irritated with him;’

b. *Petju; razdrazaet svoja; sobaka.
Peteracc irritates self'snom dognom
‘Peter is irritated with his own dog.’

Examples in (3) illustrate psych-predicates that can not project
external argument. This results in the possibility of experiencer object
(dative in (3a) and accusative in (3c)) to bind reflexive possessor in the
lower position.

(3)a. Pete; zal' svoju;  sobaku.
Peterpar to feel sorry self'sacc dogacc
‘Peter feels sorry for his dog.’

b. *Petjuy;  zal' svoej;  sobake.
Peteracc to feel sorry self'spat dogpar
‘Peter's; dog feels sorry for him;.’

c. Petjuy; to$nit ot svoej; raboty.
Peteracc feels sick Prepself'sgen jobgen
‘Peter's; job makes him; sick.’

d. *Ot Petij; toSnit  svojuy;  sestru.
Prep Petergen feels sick self'sacc sisteracc
‘Peter; makes his; sister sick.’

1.2 Ego

The referential properties of possessive ego are similar to those of
pronominals in terms of Principle B of the BT. Still, it exhibits a number
of peculiarities, not accountable for by the standard BT.

Consider examples (4) — (5)°. In (4) ego may not have antecedent
within the embedded finite clause and must be coindexed with the subject
of the matrix predicate (or some other, non-sentence-internal noun
phrase).

(4) Vanja znaet, <¢to Volodja; ljubit [ egojx+ sestrul>.
Vanjayom knows that Volodjanom loves his sisteracc
‘Vanja; knows <that Volodja; loves his;x/*his own; sister>.’

3 (4) and (5) are modified instances of (1a,b).
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In (5) ego is embedded in the infinitival clause, but still it can be
coindexed only with the subject of a matrix clause.

(5) Professor;  poprosil assistenta; <PRO; d&itat' ego;y+; doklad>.

professornom  requested assistantacc to-read his reportacc
‘The professor; asked his assistant; <PRO; to read his;/*his own;
report>.’

Now consider cases in which ego is contained in a noun phrase:

(6)a. Petja; procital otzyvy na ego;; rabotu.
Peter read reviews on his work
‘Peter; read reviews on his;s; work.’
b. Petja; procital [ moj [ otzyv na ego;; rabotu]].
Peter read my review on his work
‘Peter; read my review on his;; work.’

In (6a) ego can not be anteceded by the subject of the clause. In (6b)
the presence of an overt specifier moj makes it possible for ego to be
coindexed with Petja.

The locality domain of ego, thus, can be informally stated as a
minimal category, containing the pronoun and a subject.

Principle B states that pronominal must be free in its GC. Let us see if
it is the case with ego. As is shown in (4), (5) ego can not be coindexed
with the subject of its own clause. In ditransitive clauses it can be
anteceded by the indirect object as in (7a)*, but not by direct object (7b):

(7)a. Devotki pokazali MaSe; e€;; komnatu.
girlsxom  showed Mashapar her roomacc
‘Girls showed to Masha her own room.’

b. Vradi pokazali MaSu; €&+ roditeljam tol'ko na
doctorsnom showed Mashaace her  parentspar only on
sledujuscij den'.
next day
‘Doctors showed Masha; to her;; parents only the next day.’

* (7a) is a modified version of example (9) from Avrutin (1994, p.714)
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Data like those in (7) allow us to suppose, that in ditransitive clauses
the accusative noun phrase c-commands the dative one.

Problems arise in context of psych-predicates. It is not clear, why (8)
under the current coindexation, though is not fully ungrammatical, but is
treated by speakers as somehow odd. It is not predicted by BT, since, as it
was shown in (3a,b), the psych-predicate experiencer object c-commands
its theme object.

(8)?Petju;  zal' €go; mame.
Peteracc to feel sorry his  motherpar
‘Peter's; mother feels sorry for him;.’

The similar problem is faced in cases like (9), where ego may be
anteceded by the experiencer object of the psych-predicate toshnit' :

(9) ? Petju; davno uze to$nit ot  ego; raboty.
Peteracc  long  since feelssick Prep his job
‘It is long since Peter's; job makes him; sick.’

Though examples like (9) are not as frequently met in texts as the
similar examples with reflexive possessor (see above (3c)), (9) is not
ungrammatical. This also is not predicted by the Principle B.

Another evidence of Principle B violation comes from cases like (10).
BT can not account for the fact that ego can not be anteceded by obliques
in (10):

(10)a. *Ego; sobaka bylaubita Petej; toj Ze nodju.
his  dognom Was killed by.Peter that same night
" Toj ¢ no&u Petej;  bylaubita ego; sobaka.
that same night by.Peter was killed his dognom
‘His; »; dog was killed by Peter; the same night.’
b. *Ot Peti to$nit  ego; druzej.
PrepPetergen feels sick his friendsacc
‘Peter; makes his;»; friends feel sick.’

a.

2 Syntactic Distribution of sobstvennyj

As far we dealt only with simplex instances of possessives. But svoj and
ego can be used in complex forms as well.
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Table 1 Four types of possessive pronouns in Russian

Simplex svoj ‘self's’ ego ‘his’

Complex | svoj sobstvennyj ‘self's own’ | ego sobstvennyj ‘his own’

As can be seen in Table 1, svoj sobstvennyj and ego sobstvennyj are
formed by combination of simplex possessives svoj / ego and sobstvennyj
‘own’.

Sobstvennyj, in addition to its function of forming complex

expressions, listed in Table 1, can occur independently:

(11) Petja; udaril sobstvennuju; sobaku.
Peter hit own dog
‘Peter hit his own dog.’

In what follows we will discuss syntactic properties of such
independent occurrences of sobstvennyj and propose the analysis that can
account for its distribution.

2.1 Locality

Syntactic behavior of sobstvennyj shows a number of peculiarities. Its
distribution differs significantly from that of possessive reflexive svoj.
Consider the case in which sobstvennyj is contained in a complement
noun phrase of a finite verb:

(12) Olga; znaet, ¢to  Petjaj udaril sobstvennuju;+; sobaku.
Olga knows Comp Peter hit own dog
‘Olga knows that Peter hit his/*her dog.’

As indicated in (12), sobstvennyj can be coindexed with the subject of
its own clause, but not with the subject of the matrix one. The similar
restriction holds, when sobstvennyj is embedded in an infinitival clause:

(13) Professor; poprosil  assistenta; [PRO;¢itat’ sobstvennyj; s;
professornom requested assistantacc to-read own
doklad].
reportACC
‘The professor; asked his assistant; to read his;s; report.’
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Comparing (13) to the similar example (1b) with svoj we can see that
the local domain of sobstvennyj is narrower than that of svoj: sobstvennyj
must find its antecedent within the minimal IP domain.

Though PRO blocks binding of sobstvennyj by the external subject,
noun phrase specifier (overt as well as non-overt) is transparent for
sobstvennyj:

(14) a. Petja; procital otzyvy na sobstvennujuy; rabotu.
Peter read reviews on own work
‘Peter read reviews on his own work.’
b. Petja; procital [ moj; [ otzyv na sobstvennuju;; rabotu]].
Peter read my review on own work
‘Peter read my review on his own/my work.’

2.2 C-Command
Sobstvennyj may be anteceded by the nominative subject as in (11) and

(15).

(15) Petja; uvidel tarakana na sobstvennom; stole.
Peter saw cockroach on own desk
‘Peter saw a cockroach on his own desk.’

But the subject is not the only appropriate antecedent for sobstvennyj.
(16) illustrates that sobstvennyj may take an object noun phrase as its
antecedent (not an option for svoj).

(16) Vrati; pokazali MaSu;  sobstvennym,j/svoim;s; roditeljam

doctorsyomshowed Mashaace own/self's parentspat
tol'ko na sledujuscij den'.
only on next day.

‘Doctors showed Masha to her own parents only the next day.’

Psych-predicate contexts discussed in 1.1 with respect to svoj
represent another case of striking asymmetry between svoj and
sobstvennyj. Experiencer object Petju in (17) can be coindexed with
sobstvennyj but not with svoj:
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(17) Petju;  razdraZaet sobstvennaja; /*svoja; rabota.
Peteracc irritate own /self's jobnowm-
‘Peter is irritated with his own job.’

Moreover, sobstvennyj can appear in contexts not allowed for other
simplex possessives. In passives sobstvennyj can be anteceded by the
passive agent:

(18) Sobstvennaja; /*svoja; /*ego; sobaka byla ubita im;
own /self's /his dognom Wwas killed by.him
toj Ze nochju. ‘
that same night
‘His own dog was killed by him the same night.’

Finally the crucial difference between sobstvennyj and svoj is that the
former (but not the latter) can have an indisputably non-c-commanding
antecedent:

(19) Zvuk sobstvennogo; /*svoego; golosa razbudil ego;
sound own /self's voice woke  heacc
okonchatel'no.
completely
‘The sound of his own voice woke him up completely.’

2.3 Analysis of sobstvennyj

Syntactic behavior of sobstvennyj as illustrated in 2.1 and 2.2 shows a
number of peculiarities. How can it be accounted for? There are at least
two possible analyses.

2.3.1 Sobstvennyj as a Possessive Pronoun. Analysis of sobstvennyj as a

possessive pronoun faces with at least two serious problems.

— Its syntactic properties are not consistent with Binding Theory
principles as stated in Chomsky (1981), (1986). Sobstvennyj is not an
anaphor, since it is possible for it not to be bound in its Governing
Category (see (19)). It is also not a pronominal in terms of Principle
B, as long as it can have a c-commanding antecedent within its GC

(see (11)).
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— Russian data provide evidence that the structural position of
sobstvennyj in a noun phrase differs from that of other possessive
pronouns (a detailed analysis of this issue is offered in section 3).
Besides, such an account leaves unexplained a strange asymmetry in

Russian pronominal system (see Table 2.). Why there are three simplex,

but only two complex possessive pronouns?

Table 2
Simplex svoj ‘self's’ ego ‘his’ Hob&tvenmy’ ‘own’
complex svoj sobstvennyj ego sobstvennyj | 7?

‘self's own’ ‘his own’ L :

2.3.2 O + sobstvennyj Analysis. We assume that every noun phrase
structure has a potential position for a possessor. This position may be
occupied either by an overt noun phrase, (such as Petinu, svoj and ego in
(20a)) or by a null anaphoric pronoun (nominal PRO in terms of Abney
(1987)), (20b).

(20) a.  Vasja; ljubit Petinu / svoju; / egoy »; mamu.
‘Vasja; loves Peter's / his own / hisy »; mother.’
b. Vasja; ljubit @;x mamu.
‘Vasja; loves his;x mother.’

We suppose that referential properties of noun phrase mamu in (20b)
are in fact determined by the referential properties of the null pronoun.

Now, we suggest that there is no such a pronoun as sobstvennyj, and
that the so-called independent occurrences of sobstvennyj are not in fact
independent. We suppose that in cases like (11), sobstvennyj constitute
with a null anaphoric pronoun a kind of complex anaphoric expression
(see (11"), just as it does with svoj and ego in complex pronouns.

(11') Petja; udaril {@ sobstvennuju}; sobaku.
‘Peter hit his own dog.’

Additional evidence of plausibility of such an account is brought out
by the fact that sobstvennyj can be used not only with pronouns but also
with lexical noun phrases:
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(21) Petin sobstvennyj dom
‘Peter's own house’

If sobstvennyj in all other cases should be accompanied by some
possessive noun phrase, why then should it be otherwise in cases like (11)
—(19)?

In addition, this analysis allows us to avoid the asymmetry illustrated
in Table 2. The revised, pretty symmetric Russian pronominal system is
presented in Table 3;5

Table 3 _

simplex svoj ‘self's’ ego ‘his’ g

complex svoj sobstvennyj ego sobstvennyj | O sobstvennyj
‘self's own’ ‘his own’ L. ‘own’  §

3 Structure of Russian Noun Phrases with Prenominal Possessors

3.1 Morphology

Some agreeing possessives pattern with adjectives according to their
declination type (moj, tvoj, svoj); others differ from adjectives only in
nominative (Petin, papin,...) and ego (Pl. — ih) exhibits no case / gender
agreement (and is phonologically identical to the genitive inflections of
adjectives). Sobstvennyj morphologically is an adjective, i.e. it follows the
same case / number / gender paradigm as adjectives do.

3.2 Position of Prenominal Possessives in the Noun Phrase

3.2.1 Syntactic Structure of Possessive Noun Phrases in Russian.
Consider the distribution of adjectival (Petin, papin,...) and pronominal
(moj, tvoj,...) possessors on the one hand and svoj, ego and sobstvennyj

3 More evidence of existence of a null anaphoric pronoun in Russian comes from
constructions with external possessor.
(i) a. Petina sobaka umerla.
Peter's dog died
b. U Pet umerla sobaka.
Prep Petergen died  dog
‘Peter's dog died.’
The possibility of NP dog in (i.b) to refer to Peter as its owner, may be
explained if we suppose that its possessor position is filled with null anaphoric
pronoun (U Peti; umerla O; sobaka.).
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on the other. The only item that can co-occur with any other possessive
expression is sobstvennyj (but not svoj or ego):

(22) a.  Petin (*svoj /*ego /sobstvennyj) dom
‘Peter's own house’
b. papin (*svoj / *ego / sobstvennyj) dom
‘father's own house’
c. moj (*svoj / *ego / sobstvennyj) dom
‘my own house’

So, all the possessive adjectives (with -in, -ov inflections) and
pronouns occupy the same position that differs from that of sobstvennyj.

As for the position of possessors, in Old Russian both agreeing and
genitive possessors were much freer in their pre- or postnominal order
than in modern language. The possessors may be preposed to the head:

(23) a.  k sobstvennoj ix cerkvi
‘towards their own church’
b. sobstvennyj obvinjaemyx episkop
lit. ‘the own father (bishop) of the accused’

But much more frequently agreeing possessives (svoi ‘self's’, mwi
‘my’) were postposed to the head noun (kon’ ‘horse’):

(24)a. 1 pomjanu Oleg kon’svoi.
‘And Oleg remembered his horse.’
b. Kde est’” kon’ msi?
‘Where is my horse?’

Now let us turn to the position of sobstvennyj. Whereas in Old
Russian it was usually placed before the possessor (see above), the
modern language allows for two orderings in case of prenominal
possessives (25a,b) and the order sobstvennyj-N-possessor with
postnominal genitives (25c):

(25) a. kix sobstvennoj cerkvi
b. k sobstvennoj ix cerkvi
‘towards their own church’
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c. k sobstvennoj cerkvi prixozan
‘towards the own church of parish’

In sum: agreeing possessives have the declination paradigm similar
(but not identical) to the adjectival one, whereas sobstvennyj declines as
adjective; agreeing possessives and sobstvennyj occupy different syntactic
positions; possessive pronouns were often postposed to the head noun in
Old Russian and can only precede it in modern language; sobstvennyj was
preposed to possessives in Old Russian and may precede or follow
prenominal possessors in modern Russian.

Let us now enumerate the previous analyses of syntactic position of
(agreeing) possessives in Slavic. According to Veselovska (1998), Czech
possessors are generated in Spec, NP and move to Spec, DP, a similar
approach is adopted by Tasseva-Kurktchieva (2004) for Bulgarian
possessive noun phrases. Isakadze (1998) places Russian and Czech
agreeing possessors in Spec, PossP position, where they remain without
further movement. Rappaport (2004) suppose that Slavic possessive
adjectives and pronouns are merged in Spec, PossP and move to Spec DP
for feature checking. Trugman (2005) treats Russian prenominal
possessives either as heads or phrases, merged in Spec, NP and (not
obligatory) moved to Spec, DP. Finally, Zlati¢ (2002), based on Serbo-
Croatian and other Slavic data, argues that agreeing possessives
morphologically pattern with adjectives but exhibit semantic properties of
nouns (occupy argument position, i.e. Spec of NP, and establish anaphoric
relations).

To capture the structure and syntactic properties of Russian
(prenominal) possessives, we postulate some small n head, analogous to
PossP in previous works. Pronominal possessors are merged in Spec, NP.
The n head has some features that need to be checked. The mechanism of
feature checking changed from Old to modern Russian. In Old Russian it
was realized via N-to-n head movement, overt, as in korn’ svoi; or at LF,
as in ik cerkvi. In modern Russian n features are checked via Spec-head
agreement and the possessor is attracted from Spec, NP to Spec, nP.

At the same time, sobstvennyj is an nP or NP adjunct, i.e. it always
adjoins to the constituent which contains the possessor. Adjectival
morphology on possessives and sobstvennyj is due to the rules of concord,
applied to all prenominal elements in Russian (adjectives, determiners,
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etc.). Sobstvennyj is more consistent in taking adjectival inflections since
it is an adjunct, just as the meaningful adjectives are.

Thus the structures for the noun phrase with prenominal possessives
and sobstvennyj in Old (26a) and modern (26b) Russian are:

(26) a.  sobstvennyj [p [» domy [spec, np ih [x t]]]]
b. /sobstvennyj/ [spec, np ihi [n n /sobstvennyj/ [spec, np ti [N dom]]]]
‘their own house’

The ability to be adjoined quite “high” (to nP) is not the unique
property of sobstvennyj, there are other Russian adjectives, which also
display such behavior. For instance, poslednij, as opposed to novyj, can
precede prenominal possessives or follow them:

(27) a.  ego poslednjaja rabota vs poslednjaja ego rabota
‘his last job’
b. mojanovajamasina vs #novaja moja masina
‘my new car’

3.2.2 Properties of Sobstvennyj in Picture Nouns Context. Picture nouns
allow for two prenominal possessive expressions:

(28) Moj sobstvennyj Petin portret gorazdo lu¢Se tvoego.
my own Peter's portrait much  better than.yours
‘My own portrait of Peter is much better than yours.’
(lit. ‘My own Peter's portrait...")

The example above is perfectly consistent with our analysis: the
higher possessive is in Spec, nP whereas the lower one is in Spec, NP.
Picture noun contexts bring out additional evidence of the plausibility of
O + sobstvennyj analysis:

(29) a.  On; porval Petiny sobstvennyjy «; portret.
[Spec. -p Peting n [Np sobstvennyjk [Spec, ~p tk [np portret]]]
‘He tore up Peter’s own portrait.’
\Peter = Poss / Ag
*he =Poss / Ag
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b.  On; porval sobstvennyj; « Petin, portret.
sobstvennyji [Spec, 2 in [Spec, ~p Peting [ne portret]}]
‘He tore up his own portrait of Peter.’
Vhe =Poss / Ag
*Peter = Poss / Ag

Thus, the rule for sobstvennyj may be stated as follows: sobstvennyj
may be associated with a possessor, if on some stage of derivation it
adjoins to the projection containing this possessor.

4 Syntactic Distribution of Complex Possessive Pronouns

Above we proposed to analyze sobstvennyj as @ + sobstvennyj. Now the
question immediately arises: How can this structure help to account for its
distribution?

We suggest that syntactic distribution of & sobstvennyj and other
complex possessive pronouns is determined by two independent factors.
These are:

i. distribution of the simplex pronoun
ii. properties of sobstvennyj

We will test this hypothesis on svoj sobstvennyj and ego sobstvennyj

complexes.

4.1 Svoj sobstvennyj
Svoj sobstvennyj in local contexts exhibits the same distribution as svoj, as
illustrated by (30a-c):

(30) a.  Petja; udaril svoju; / svoju sobstvennuju; sobaku.

‘Peter; hit his; dog.’

b. Pete; zal' svoju;/ svoju sobstvennuju; sobaku.
Peterpar to feel sorry self'sacc/self's ownacc dogacc
‘Peter feels sorry for his own dog.’

c. Petjuyy toSnit ot  svoej;/ svoej sobstvennoj; raboty.
Peteracc feels sick Prep self'sgen/self's owngen jobgen
‘Peter's; job makes him; sick.’

The important point here is that occurrences of svoj sobstvennyj in
sentences like (30a-c) obligatorily entail the contrastive reading. Stated
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more precisely: in contrastive contexts svoj sobstvennyj may be used in
positions accessible otherwise only to svoj.
Now consider non-local instances of svoj sobstvennyj:

(31)a. Vanjy znaet, <¢to Volodja;  ljubit [ svoju;s;/
Vanjanom knows that Volodjanom loves self'sacc/
/ svoju sobstvennuju;«; sestru]>.

/ self's ownacc sisteracc
‘Vanja; knows <that Volodja; loves his own; s; sister>.’

b. Professor;  poprosil assistentay; <PRO; citat' svoj;j/
professornom requested assistantacc toread self'sacc/
/ svoj sobstvennyj;«; doklad>.
/ self's ownacc reportacc

‘The professor; asked his assistant; <PROj to read his;; /his
own; +; report>.’

Contrary to svoj, svoj sobstvennyj does not allow for long-distant
antecedents as illustrated in (31b).
Now we can summarize the properties of svoj sobstvennyj as opposed
to svoj. Occurrences of svoj sobstvennyj show two kinds of effects:
i. contrastive reading
ii. locality effects

4.2 Ego sobstvennyj

Ego sobstvennyj can be used in the same positions as ego only in case of
contrastive contexts. In (32b) ego sobstvennyj must be contrastively
focused, otherwise the sentence would be awkward. No such restriction
obtains in (32a).

(32) a. Petja; poprosil sosedej PRO postorozit' ego;x dom.
Peter asked  neighbours to watch over his  house
‘Peter asked his neighbours to watch over his house. (neutral)’
b. Petja; poprosil sosedej PRO postorozit'
Peter asked neighbours to watch over
ego sobstvennyj; , dom.
his own house
‘It was his own house that Peter asked his neighbours to watch
over.(contrastive)’
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The crucial difference between the referential properties of ego
sobstvennyj and those of ego is that the former may not be r-free:

(33) a. Prinesi mne ego knigu,ane eé.
give me his book not hers
‘Give me his book, not hers.’
b. *Prinesi mne ego sobstvennuju knigu,a ne €.
give me his own book not hers
intended meaning: ‘Give me his book, not hers.’

Crucially, ego sobstvennyj differs from ego in that it may not have a
sentence external antecedent. It results in the fact that reference of ego
sobstvennyj in contrast to ego is never ambiguous. Ego in (34) (as well as
all other examples with ego) may refer either to sentence internal (Petin in
(34)) antecedent or to some other previously mentioned noun phrase. For
ego sobstvennyj in (34) (and others) only the first option is available.

(34) a. Petina; sosedka udarila ego;x sobaku.
Peter's neighbour hit his dog
‘Peter's; neighbour hit his;, dog.’
b. Petina; sosedka udarila ego sobstvennuju;+ sobaku.
Peter's neighbour hit his own dog
‘Peter's; neighbour hit his; « dog.’

To sum up, occurrences of ego sobstvennyj, as opposed to ego entail
two types of effects:

i. contrastive context

ii. sentence-internal antecedent

5 Functions of sobstvennyj

5.1 Semantic and Syntactic Functions of sobstvennyj
In section 4 we advanced the hypothesis that the syntactic distribution of
complex possessive pronouns is determined by two factors, namely the
distribution of the simplex pronoun and the properties of sobstvennyj.

In sections 4.1, 4.2 we saw that the set of possible antecedents of
complex pronouns represents the subset of possible antecedents of its
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simplex counterparts. It means that, as it was supposed, the distribution of
possessive complexes is dependent on that of simplex pronouns.

As for the second part of our hypothesis, we suggest that effects of
locality and contrastive reading, outlined in the previous sections must be
attributed to the sobstvennyj component.®

Evidence that these effects are due to particular functions of
sobstvennyj comes from constructions with sobstvennyj linked to a lexical
possessive. Both (35) and (36) necessarily imply that Katja and Sasha
have been previously mentioned in the text. Both Katiny sobstvennye and
Sasiny sobstvennye are contrastively focused.

(35) Vera vyterla devotku puSistym polotencem i nadela svoju
futbolku - poludilos’, budto trikotaznoe platjice. Noskov
podhodjas¢ego razmera ne bylo, priSlos' obojtis' bez nix. Katiny
sobstvennye i stirat' ne imelo smysla...

‘Vera dried the girl with a bath towel and dressed her in her own T-shirt —

it looked like a dress. Socks of a proper size could not be found. Kate's

own (socks) were so dirty, that there was no point in washing them.’

(36) Inogda voprosy, kotorye zadaval Petr, kazalis' ¢&rezvycajno
jasnymi i Cetkimi, a SaSiny sobstvennye otvety byli do glubiny
durackimi.

‘Sometimes, questions that Peter would ask seemed extremely plain and

clear, while Sasha's own answers were deeply idiotic.’

As is illustrated by (35) — (36), sobstvennyj imposes on nominal
possessors the same restrictions as on pronouns. Stated more explicitly,
sobstvennyj has two functions:

1. "Semantic" function: sobstvennyj imposes contrastive semantics
on possessives, with which it is associated;

2. "Syntactic" function: sobstvennyj reduces the set of potential
antecedents of the possessive to the most local one.

® The analysis advanced here is similar, though not identical to the analysis of
English himself proposed by Zribi-Hertz (1995). In particular, Zribi-Hertz
denies the locality effect of own-adjunction.
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5.2 Referential Properties of O sobstvennyj

It seems possible now to extend the proposed analysis of complexes
ego/svoj sobstvennyj to the construction & sobstvennyj. We suppose that
the referential properties of this complex construction are formed by
referential properties of null anaphoric pronoun and outlined functions of
sobstvennyj. Though the distribution of @ is far beyond the scope of this
paper, we may however note that examples (11) — (19) above allow for
the same interpretation without sobstvennyy (see for instance (37)):

(37) a.  Petja; udaril sobstvennuju; sobaku.
‘Peter; hit his; dog.’
b. Petja; udaril @;y sobaku.
‘Peter hit the dog.’

This and the following (38) examples demonstrate that sobstvennyj
imposes the same restrictions on referential properties of @ as on that of
other simplex possessives, namely (38a) is contrastively focused and the
set of potential binders of @ in (38b) is restricted to the most local one in
(38a): '

(38)a. Olga; znaet, ¢to Petja; udaril sobstvennuju;+; sobaku.
Olga knows CompPeter hit own dog
‘Olga knows that it was his own dog that Peter hit.’
b. Olga; znaet, ¢&to Petja; udaril @, sobaku.
Olga knows Comp Peter hit dog
‘Olga knows that Peter; hit his; y/her dog.’

The syntax of null anaphoric pronoun certainly should be investigated
more thoroughly. We leave this for further research.

In this paper we discussed properties of Russian possessive anaphoric
expressions. In particular, we focused on sobstvennyj that was not
previously discussed in the literature. We proposed to analyze sobstvennyj
as a complex expression @ + sobstvennyj, which proved to display the
same effects of locality and contrastive reading as complex possessives
do.
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Parasitic Gaps in Russian”
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Parasitic gap (PG) is most often defined as a gap that is dependent on
the existence of another gap (real gap) in the same sentence. Cf. the
contrast between (1a) and (1b) (¢ for real gap, pg for parasitic gap):

(1) a. Which articles; did John file ¢ without reading pg;?
b. * John filed these articles without reading.

It has been assumed that PGs are licensed only by overt A’-
movement. For example, in English PGs can’t be anteceded by
passive subjects (2a) or by wh-in-situ (2b):

(2) a. *John was killed by a tree falling on. (Engdahl 1983)
b. * John filed which articles without reading.

In this paper I shall examine PGs and related phenomena in
Russian and present evidence in favor of the hypothesis that PGs can
be licensed by covert movement.

1 PGs vs. Null Pronouns in Russian

In Russian PGs can be licensed by wh-movement in independent or
relative clauses and by topicalization:

(3) a. Wh-movement:
[Kakuju knigu]; ty vybrosil t, ne proditav pg?
whichacc bookacc you threw.away  NEG readconv
‘Which book did you throw away without reading?’

* I would like to thank Ekaterina Lyutikova, Serge Minor, Barbara Partee,
Alexander Podobryaev and Yakov Testelets for their encouragement and help
at different stages of this work. I am also grateful to my friends for their
judgments and to FASL 15 audience and two anonymous reviewers for useful
comments and suggestions. All mistakes are mine.
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b. Relativization:
[Eto kniga];, kotoruju; Vasja vybrosil t,
this.is book which  Vasja threw.away
ne procitav pg;.
NEG readcony
‘This is a book which Vasja threw away without reading.’
c. Topicalization:
[Etu knigu; Vasja vybrosil t, ne proditav pg;
thisacc bookacc Vasja threw.away  NEG readconv
“This book, Vasja threw away without reading.’

What makes Russian different from languages of English type is
that in Russian null objects in adjunct clauses can occur in sentences
without real gaps (g for gap):

(4) a. Vasja  vybrosil [etu  knigu], ne proditav g;.
Vasja threw.away  thisacc bookacc NEG readcony
‘Vasja threw this book away without reading it.’

b. Parlament odobrit [ljuboe pravitel’stvennoje
parliament approve anyscc governmentpossacc
predloZenije]i, ne citaja g;,.
proposalacc NEG readconv
‘The parliament will approve of any government proposal
without reading it.’ .

c. Véera u Vasi rodilsja syn. On nazval jego
yesterday at Vasjagen was.born son he named him
Pete;j, zaregistrirovav g; pod  svoej familiej.

Petjanst registercony under his surnamenst
‘Yesterday Vasja’s son was born. He named him Petja
registering him under his surname.’

One may hypothesize that in (4) adjunct clauses contain null
pronouns. But if adjunct clauses in Russian generally allow for null
pronouns, why should object gaps in (3) be considered parasitic? Why
can’t they be analyzed as null pronouns?

In fact, there are reasons for not doing so. For example, gaps in
sentences with moved antecedents do not behave as pronouns with
respect to weak crossover effect (WCO):
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(5) [Kakuju knigu], ty, ne ¢&itaja pg;/*jeé, vybrosil 1!
whichacc bookacc you NEG readconv it  threw.away
‘Which book did you throw away without reading?’

If a gap in adjunct clause in (5) were a null pronoun, it would
violate WCO just as in the case with the overt pronoun. However,
being different in nature with null pronouns, PGs have much in
common with “missing objects” in (4).

2 With or Without Real Gaps

It can be easily demonstrated that PGs in sentences of type (3) and
“missing objects” in those of type (4) obey similar restrictions.

First of all, a subordinate clause containing a gap must have
a phonologically null subject, controlled by the subject of the main
clause:

(6) a. Petja; vybrosil [etu  knigu];,
Petja threw.away thisacc bookacc
posle togo kak ony/Kolja  pro€ital *(jeg;).
after he/Kolja  read it
‘Petja threw this book away after he/Kolja had read it.’
b. Petja  vybrosil [etu  knigu];,
Petja threw.away this scc book acc
posle togo kak v gazetah pro *(jeg;) obrugali.
after in newspapers  they it criticized
‘Petja threw this book away after it was severely criticized
in newspapers.’
c. ®Petja; vybrosil [etu knigu];,
Petja threw.away thisacc book acc
posle togo kak  pro;  procital g;.
after read
‘Petja threw this book away after he had read it.’

This holds true for PGs too:
(7) a. [Kakuju knigu]; Petja; vybrosil £,

posle togo kak onj/Kolja procital *(je&;)?
‘Which book did Petja throw away after he/Kolja had read it?’

! Adjunct clause in (5) precedes VP either by base generation or, as suggested
by one of the reviewers, as a result of displacement, which took place before
wh-movement.
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b. [Kakuju knigu]; Petja vybrosil 4,
posle togo kak v gazetah *(je€;) obrugali?
‘Which book did Petja throw away after it was severely
criticized in newspapers?’
c. ®[Kakuju knigu]; Petja; vybrosil £,
posle togo kak  pro; procital pg;?
‘Which book did Petja throw away after he had read it?’

To some extent this may be true for English also. Cf. Engdahl’s
(1983) “Accessibility hierarchy for occurence of parasitic gaps™
untensed domains (manner adverbs > temporal adverbs > purpose
clauses) > tensed domains (than / that clauses > when / because / if
clauses > relative clauses, indirect questions) — parasitic gaps are
more likely to occur in domains higher on the hierarchy. As noted in
Culicover (2001), “tensed domains have overt subjects, while the
untensed subordinate clauses are typically subjectless gerunds or
infinitives, or have PRO subject. Hence the possibility cannot be ruled
out that the presence of an overt uncontrolled subject plays a role in
determining the acceptability of a P-gap in a given context”. Unlike
English, in Russian null subjects are possible in finite clauses. The
data in (6-7) gives empirical support to Culicover’s proposal.

The nature of this restriction is questionable. However, it may
serve as evidence in favor of the hypothesis that adjunct gaps in
Russian (no matter if there are real movement traces or not) have
common nature.

In Kayne (1983) and Chomsky (1986) it was observed that in
English PGs exhibit subjacency effects (it is explained by assuming
that PGs are traces of null operator movement). In Russian sentences
with PGs in the same contexts (for example, in islands inside adjunct
clauses) are ungrammatical:

(8) [Kakoj Zurnal]; Vasja;  vybrosil t,
whichacc magazineacc Vasja threw.away
[posle togo kak pro;  napisal statju,

after wrote  articleacc
[v kotoroj pro; rugal *pgi [*Njegoi]]?
in  which criticized it

‘Which magazine did Vasja throw away after he wrote the
article, in which he criticized it?’

It is crucial that object gaps in similar sentences without overt
movement are also ungrammatical:
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(9) Vasja; vybrosil [etot Zurnal];, [posle togo kak pro; napisal
statju, [v kotoroj pro; rugal *pg; /°%jegoi]]?
‘Vasja threw this magazme away when he wrote the artlcle, in
which he criticized it.’

3 Parasitic Gaps and Covert Movement

Antecedents of “missing objects” in sentences without real gaps must
be specific. They must refer to a given discourse referent, denote a
member of a previously mentioned set (cf. En¢ 1991) or be
“determined by the situation” (cf. Kovtunova 1976)*. Cf. a
conversation in (10):

(10) —Cto ty podaril Andreju?
what you presented Andrewpar
‘What have you presented to Andrew?’
—Ja podaril jemu knigu;,
1 presented him  bookacc
xotja sam ne cital %jes/g;
though myself NEG read it
‘I presented him a book although I had not read it myself.’

In (10) the antecedent of the object of the adjunct clause isn’t specific.
That is why it cannot be omitted. Cf. (11):

(11) —A otkuda u Andreja tvoja kniga?
and where.from at Andrewgey your book
‘How come Andrew has your book?’
—Jajemu je& podaril, xotja sam ne ¢{ital
jeé'i/gi.
I him it presented though myself NEG read it
‘I presented it to him though I had not read it myself’

In (11) the antecedent of the object of the adjunct clause is specific,
and that is why the variants with and without an object pronoun are
both grammatical.

Given the fact that PGs and adjunct clause object gaps in
sentences without overt movement have common nature, one may

2 The fact that PGs are somehow dependent on specificity/non-specificity
was first noted in Karimi (1999). Karimi showed that in Persian only specific
objects (marked with special morpheme -ra) can antecede parasitic gaps.
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further hypothesize that the latter gaps are in fact parasitic licensed by
covert movement of an antecedent NP to Topic position (say, Spec
TopP in spirit of Rizzi 1997). I shall not discuss the advantages and
disadvantages of covert topicalization analysis in detail. For the
purposes of the current paper it would be enough to assume that
specific NPs must covertly move to the left periphery of the sentence.
Below is some minor evidence in favor of this hypothesis, though, of
course, it needs further support and elaboration which is not provided
here.

Covert topicalization analysis permits to explain why sentences
like (12) are ungrammatical.

(12) *Ja vybrosil, ne ¢itaja  je§, [etu  knigu].
I  threw.away NEG readconv it thisacc bookacc
‘I threw this book away without reading it.”*

Assuming covert topicalization analysis, these examples are
ungrammatical because of WCO effect. Hence, PG is preferable:

(13) % Ja vybrosil, ne <&itaja pg, [etu  knigu].
I  threw.away NEG readcony thisacc bookacc
‘I threw this book away without reading it.’

As pointed out higher, PGs demonstrate subjacency effects (8—
9). That may be an argument in favor of the hypothesis that PGs in
Russian (both in sentences with and without overt movement) are
traces of some null operator (cf. Chomsky 1986, Nissen-
baum 2000a, b). In (8-9), cited lower as (14 ab), PGs are
ungrammatical because the movement of an operator would violate
Complex NP Constraint:

(14) a. * Kakuju knigu Vasja; vybrosil, [posle togo kak Op; pro;
J J
napisal statju, [v kotoroj pro; obrugal £]]?

3 Cf. an example, which demonstrates general possibility of backward
anaphora in Russian:

Kogda ja vstretil je&, Masa; gor’ko plakala.

When 1 met her Masha bitterly cried

‘When I met her;, Masha; cried bitterly.’

The absence of WCO violation in this example is due to the fact that NP
Masa covertly moves to the left periphery of the main clause not crossing the
coreferent pronoun in the preposed adjunct clause.
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b. * Vasja; vybrosil etu knigu, [posle togo kak Op; pro; napisal
statju, [v kotoroj pro; obrugal £]]. '

Cf. (15), where the operator doesn’t move across the island border:

(15) a. [Kakuju  knigu]l; Vasja;  vybrosil, [posle togo kak
which occ  book occ Vasja threw.away after
Opi proj obrugal £]?
criticized
‘Which book did Vasja throw away after he had severely
criticized it?’
b. Vasja; vybrosil [etu  knigu];, [posle togo kak
Vasja threw.away this occ book acc after
Op; pro; obrugal t].
criticized
‘Vasja threw this book away after he had severely criticized it.’

The point that PGs in Russian can be licensed by covert
movement may be supported further, since adjunct clause gaps can be
anteceded by wh-phrases in-situ and by quantified NPs:

(16) a. Wh-in-situ:
Ty vybrosil [kakuju knigu];, ne (Citaja pg?
you threw.away whichacc  bookacc NEG readconv
‘Which book did you throw away without reading?’
b. Quantifier raising (see also (4b)):

Ya by vybrosil [ljubuju iz etix knig],
I would threw.away any/everyacc from these books
daze ne Citaja pg;.

even NEG reading
‘I would throw away any of these books
without even reading it.”

4 Theoretical Implications and Topics for Further Investigation

In this paper I advocated the idea that parasitic gaps can be licensed
by covert movement. The analysis presented here is inconsistent with
widely adopted point of view on parasitic gaps.

Since Engdahl (1983) it was known as an empirical fact that
parasitic gaps in English and many other languages (including
Slavic — cf. Bondaruk 2003 for Polish) can’t be licensed by covert
movement. In Nissenbaum (2000a, b) it was argued for the possibility
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of PGs to be licensed by covert movement — but only in cases when
there is another PG licensed by overt movement. Russian data seems
problematic both for Engdahl’s generalization and Nissenbaum’s
prediction.

There were some works arguing that in world’s languages there
are cases which can be analyzed as parasitic gaps licensed by covert
movement. For example, in Wahba (1995) it was noted that PGs in
Jeddah Arabic can appear in sentences without real gaps in presence
of wh-in-situ. In Russian PGs can be licensed directly not only by
covert wh-movement and covert QR, but also by covert topicalization.
The latter type of movement seems most intriguing because very little
is known about its properties.

In Polinsky and Potsdam (2001) it is argued that the covert
topicalization is found in Tsez. Morphologically marked topics in
Tsez seem to undergo covert movement to TopP. This movement
obeys certain standard syntactic constraints. In Russian the existence
of such type of movement is perhaps less evident. The implications of
covert topicalization analysis in Russian need to be discovered very
accurately in a separate work.

Parasitic gaps in Russian may appear to behave in even more
different way from languages of English type. For example PGs in
Russian might be insensitive to A/A'-movement distinction. It can be
shown that PGs are also possible in sentences with inversion (which is
A-movement, according to Bailyn (2004) and Williams (2006)):

(17) [Etu knigu); xvalil, &itaja = pg; /*jes,
thisacc  bookacc praised readconv it
sam Puskin &
himself Puskin
‘Pushkin himself praised this book when he was reading it.’

One possible explanation could be that the parasitic gap in (17) is
licensed by covert movement of inversed object to TopP. But that
would be a contradiction to another generalization known about
parasitic gaps, saying that real gaps cannot c-command parasitic gaps
(known since Engdahl (1983)). Cf. an English example:

(18) *Who; #, remembered talking to pg;?

Another question is how to explain Engdahl’s Accessibility
hierarchy and the generalization made here (that the subject in the
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minimal clause containing PG should be phonologically null and
controlled).

One more issue for further research could be the dependency
between the aspect of the verb in an adjunct clause and the possibility
of PG in the same clause. There are speakers that feel contrast in
grammaticality between perfective (i.e. ne procitav PG in (4a)) and
imperfective (ne citaja PG in the same contexts) with no contrast
when overt pronouns are used.
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1 Introduction

In this paper 1 argue that D-linked (which NP) and non-D-linked
(who/what) wh-phrases in Macedonian, a multiple fronting language,
move to different positions in the left periphery of the clause. More
specifically, I argue that D-linked (DL) wh-phrases occupy a position
above CP, while non-D-linked (NDL) wh-phrases occupy positions within
the CP.

Evidence for these claims comes from two sources: i) the ordering of
wh-phrases with respect to other elements in the clause (subjects and
adverbs, in particular) and ii) the intervention effects caused by elements
that occupy C. The paper investigates the ordering restrictions of wh-
phrases and subjects in single constituent questions and the ordering
restrictions of wh-phrases and adverbs in multiple wh-questions. We will
see that DL wh-phrases and NDL wh-phrases behave differently in such
environments. The intervention effects of elements that occupy C arise in
the context of multiple wh-questions, i.e. in cases where a wh-cluster is
split up by an overt complementizer. The two types of wh-phrases pattern
differently here as well.

* 1 would like to thank Veneeta Dayal, Mark Baker, Viviane Déprez and Roger
Schwarzschild for all their help and advice. Many thanks to Jairo Nunes for his
suggestions on the analysis presented here. I am grateful to Jane Grimshaw, Ken
Safir, Liliana Sanchez, Jessica Rett, Heather Robinson, and two anonymous
reviewers for their comments and suggestions, and Milka Kalajdziska for
providing additional Macedonian judgments. Thanks also to the participants at
FASL 15 for their feedback. Portions of this material were presented at CLS 42; 1
thank the audience there for their comments. The usual disclaimer applies.
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The analysis presented in this paper incorporates the assumption that
DL wh-phrases behave like topics (Richards 1997, Grohmann 1998, etc.)
and that NDL wh-phrases behave like foci (Rizzi 1997, Boskovi¢ 1998,
2001, etc.)'. Based on this, I claim that the particular ordering restrictions
on wh-phrases and subjects as well as wh-phrases and adverbs arise in
cases where the fronting of wh-phrases interacts with the fronting of
topicalized elements, such as subjects and adverbs (Rizzi 1997, 2004).
This analysis is convergent with the analysis outlined in Kochovska
(2006). In this paper, I adopt the proposal that DL wh-phrases move to
positions above CP while NDL wh-phrases move to positions within the
CP and then extend it to cases of intervention effects posed by overt
complementizers in the context of multiple wh-questions. By doing so,
this paper probes more deeply into the question of how the DL status of
the wh-phrases determines their behavior in the wh-cluster and how this in
turn plays out in the familiar Superiority effects we find in questions.

As already mentioned, the paper concerns the distribution of two
types of wh-phrases: mono-morphemic who/what and which NPs. From
the outset, I have identified these two types of wh-phrases as non-D-
linked and D-linked, respectively. Therefore, brief clarification about
what counts as a DL and NDL wh-phrase is in order here.

I follow Pesetsky (1987) in treating which NPs as D-linked and
treating mono-morphemic who/what as non-D-linked’. This means that a
felicitous answer to a question which contains a DL wh-phrase (which
NP) picks out an object from a contextually defined set or a set that has
already been mentioned in the discourse. Questions with NDL wh-phrases
(who/what) do not impose such requirements.’

' The paper does not make a fine-grained distinction between topicality and D-
linking in the sense of Jaeger (2004), for example. Jaeger explicitly argues that
“topicality implies (covert or overt) D-linking” and that “not everything that is D-
linked is also a topic,” where topic is understood as that element which the
sentence is about (Jaeger 2004: 218). It seems to me that this argument could be
extended to the analysis of Macedonian. I leave this issue open.

? Pesetsky introduces the notion of D-linking to account for the absence of
Superiority effects in questions with which NPs. He notes that wh-phrases which
are discourse-linked are exempt from the Nested Dependency Condition and do
not have to move at LF in order to get interpreted. For details see Pesetsky
(1987). See also Dayal (2003).

? Pesetsky notes that who and what can potentially be D-linked. The difference
between which NPs and DL who/what is that D-linking is an inherent property of



(NON) D-LINKING AT THE MACEDONIAN LEFT PERIPHERY 143

1.1 Similarities Between DL and NDL Wh-Phrases in Macedonian
Macedonian is a multiple fronting language (Rudin 1988), which means
that wh-phrases obligatorily front, i.e. they cannot be left in-situ.* Both
NDL and DL wh-phrases must conform to this requirement, as shown in
(1a-b) and (2a-b), respectively.

(1) a. Ko §to pobara?
who what asked
b. *Koj pobara §to?
who asked what
‘Who asked for what?’
(2) a. Koj student koja  kniga ja procita?
which student which book it(F.SG.)read
b. *Koj student ja prodita koja  kniiga?
which student it(F.SG.)read  which book
‘Which student read which book?’

Given the fact that DL and NDL wh-phrases share this property, it is
interesting to see that the behavior of the two types of wh’s diverges when
the wh’s co-occur with other elements in the clause. I begin with an
, outline of the basic word-order patterns of wh-phrases and subjects and
wh-phrases and adverbs.

the former, but not of the latter (Comorovski 1996). Although the D-linking of
who/what gives interesting results for the ordering of wh’s and subjects and wh’s
and adverbs, in the interest of space, I will not discuss these cases here. The only
inherently DL wh-phrases in this paper are the complex which-phrases
(Comorovski 1996). Krapova & Cinque (2006), though, note that Bulgarian koj
‘who’, though ‘bare’, is also inherently D-linked. A cursory investigation seems
to suggest that this could be the case for Macedonian as well, but I leave these
cases aside for further investigation.

* The fronting requirement also applies to echo questions, which I will not discuss
here. All data in this paper are multiple wh-questions which elicit pair-list
answers.
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2 Ordering Restrictions in Wh-Questions in Macedonian

2.1 Ordering of Wh-Phrases and Subjects

In single constituent questions containing NDL wh-phrases, a subject can
either follow the verb (3a), or precede the fronted wh-phrase (3b), but it
cannot intervene between the fronted wh-phrase and the verb (3c).

(3) a. Sto kupi Petar?
what bought Petar
b. Petar, §to kupi?
Petar what bought
c. *Sto Petar kupi?
what Petar bought
‘What did Petar buy?’

In questions with DL wh-phrases, the subject can follow the verb (4a),
or it can precede the fronted wh-phrase (4b). In addition, the subject can
intervene between the fronted wh-phrase and the verb (4c).’

(4) a. Koja kniga ja kupi  Petar?®
which book it(F.SG.)bought Petar
b. Petar, koja kniga ja kupi?
Petar which book it(F.SG.)bought
c. Koja kniga Petar ja kupi?
which book Petar it(F.SG.)bought
‘Which book did Petar buy?’

’ Some speakers do not find (4c) to be completely acceptable (especially when
compared to (4a)). The main point I would like to make here is that (4¢) is
infinitely better than (3c) and it is this intuition that the analysis tries to capture.

® Questions with DL object wh’s have obligatory clitic-doubling; questions with
NDL wh’s (3a-b) do not allow clitic-doubling. Although clitic-doubling is a
prominent feature of questions with which-phrases, I will not address it here.
There have been a number of studies on clitic-doubling in Bulgarian (see
Armaudova (2002), Jaeger (2004), Krapova & Cinque (2006), among others). One
striking difference between the two languages is the fact that in Macedonian DL
wh’s are obligatorily clitic-doubled; this does not seem to be the case for
Bulgarian. In this paper, the clitic will be represented simply as a proclitic,
attached to the verb. For detailed accounts on the syntax of clitics, see Tomié
(1996), Boskovi¢ (2001), among others.
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The main contrast between the examples in (3a-c) and (4a-c) is the
fact that a subject can intervene between a fronted wh-phrase and the verb
when the wh-phrase is D-linked, as in (4c), but that it cannot intervene
between a fronted wh-phrase and the verb when the wh-phrase is non-D-
linked, as in (3c). Both types of wh-phrases, DL and NDL, can be
preceded by a subject, as shown in (3b) and (4b).

2.2 Ordering of Wh-Phrases and Adverbs

In multiple wh-questions, adverbs cannot intervene between two fronted
NDL wh-phrases (cf. (5a) and (5b)). As (5b) shows, the fronting of the
adverb results in ungrammaticality.

(5) a. Koj Sto kupi  nabrzina?
Who what bought quickly

b. *Koj nabrzina $§to kupi?
who quickly what  bought
‘Who bought what quickly?’

The opposite holds for questions with multiple DL wh-phrases. In
such cases, adverbs can intervene between two fronted DL wh-phrases
(cf. (6a) and (6b)). In (6b), the fronting of the adverb to a position
between the two wh-phrases does not change the grammaticality.

(6) a. Koj student koja  kniga ja kupi  nabrzina?
which student which book it(F.SG.)  bought quickly
b. Koj student nabrzina koja kniga ja kupi?
which student quickly =~ which book it(F.SG.)bought
‘Which student bought which book quickly?’

The data in (5a-b) and (6a-b) shows that a wh-cluster which consists of
two NDL wh’s cannot be split up by an intervening element. This
becomes possible when the cluster consists of two DL wh’s.

The next section presents an analysis for the data in (3-4) and (5-6).
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3 Analysis

The analysis presented here incorporates few key assumptions. First, the
verb in wh-questions in Macedonian only raises to T, not C.” This means
that in cases where the subject follows the verb like (3a) and (4a), the
subject is in-situ, i.e. in SpecvP.® Second, given the fact that in the default
case subjects in wh-questions are in-situ, I hold that the fronting of the
subject to a position either before or after the fronted wh-phrase (as in
(3b-c) and (4b-c)) is a result of topicalization (following King 1995).°
Following Rizzi (1997, 2004), I hold that fronted adverbs (as in (5b) and
(6b)) are also topicalized. Third, the analysis incorporates the observation
that DL wh-phrases behave like topics and therefore move to topic
positions (Richards 1997, Grohmann 1998, etc.), while NDL wh-phrases,
being inherently focused, move to positions within the CP (SpecCP and
SpecFocP) (see also Boskovi¢ 1998, 2002, 2004, etc.).

With these assumptions in place, I propose an analysis whereby the
derivation of questions in Macedonian is sensitive to the lexical properties
of the wh-phrases as well as the positions to which they move (see also
Dobrovie-Sorin 1990, among others). The basic claim here is that
topicalized elements cannot intervene between an NDL wh-phrase and the
verb (in the case of subjects) or between two fronted NDL wh-phrases (in
the case of adverbs) because the wh-movement of the wh-phrase across a
topic in Macedonian is prohibited. Fronted subjects and adverbs can only
intervene when the wh-phrase is D-linked, because in this case, the
movements of both elements is to a topic position, i.e. is within the same
minimal domain (Chomsky 1995).

3.1 Wh-Phrases and Subjects

Given the assumptions outlined above, I give the derivation of the
examples in (3a-c), repeated here as (7-9). In (7a), the object wh moves to
SpecFocP to value its (intrinsic) focus features (following Boskovi¢ 1998,

" The same situation obtains for Bulgarian, as shown in Izvorski (1995).

¥ Evidence for this comes from adverb placement and interpretation tests. For
details see Kochovska (2006); see also Izvorski (1995), Boskovié (2004), etc.

® For an alternative analysis of clitic left dislocated subjects in Bulgarian, see
Arnaudova (2002).
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etc.). It then moves to SpecCP, to value the wh-feature on C. The verb
moves to T and the subject is left in-situ."

(7) a. Sto  kupi Petar?
what  bought Petar
‘What did Petar buy?
b. [cp §t0; C° [Focp t; Foc® [1p kupi+T° [p t; [vp Petar v° [vp V° t]1]11]

In (8), the movement of the NDL wh-phrase is the same as in (7). The
difference here is that the subject is fronted to a topic position above CP.
In this case, there is no interference between the movement of the NDL
wh-phrase and the topicalization of the subject. In other words, the NDL
wh does not have to move to its SpecCP position across the topicalized
subject.

(8) a. Petar, Sto kupi?
Petar what bought
‘Petar, what did he buy?’
b. [ropp Petar; Top® [cp §t0; C° [rocp t; Foc® [rp kupi+T° [vp t; [ve tj v [ve
VoI

Let’s turn now to the ungrammatical (9). Here the NDL wh-phrase is
fronted in the usual manner: first, it moves to a SpecFocP position and
then to a SpecCP position. The subject is topicalized, but in this case, the
topicalization of the subject interferes with the movement of the wh-
phrase. On the assumption that topics create minimal domains, the
movement of the wh from SpecFocP to SpecCP would be a movement to
a higher position and out of the domain of the topic (Chomsky 1995).

(9) a.*Sto  Petar kupi?
what Petar bought
‘What did Petar buy?’

191 follow Baker (2003) in assuming that a combination of Agreement and Case
can value the EPP feature on T. For Macedonian, Agreement + NOM case will
value the EPP feature on T, thus blocking the movement of the subject to
SpecTP. The prediction here is that the subject can never be in SpecTP in
Macedonian. I leave this question open.
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b. [cp 5t0; C° [rope Petar; Top’ [rocp t; Foc [rp kupi+T° [yp t; [vp t; v° [vp
V11 :

The derivation of questions with DL wh-phrases (4a-c), repeated here
as (10-12), proceeds differently. In (10), the movement of the DL wh-
phrase is to a topic position in the left periphery. In this case, the DL wh-
phrase moves directly to SpecCP to value the wh-features on C and
subsequently moves to a topic position above CP. The verb moves to T;
the subject is in SpecvP.

(10) a. Koja kniga ja kupi  Petar?
which book it(F.SG.)bought Petar
‘Which book did Petar buy?’
b.  [rope koja kniga; Top” [cp t; C° [rp ja+kupi+T" [wp t; [wp Petar v°
[ve VO 6111011

We saw that in questions with DL wh-phrases the subject can either
precede or follow the wh-phrase. In either case, both the wh-phrase and
the subject move to topic positions. Since the movements of both the DL
wh-phrase and the subject are of the same type (topicalization), there is no
interference between the movements of the elements. In other words, the
issue of wh-extraction over a topic does not arise, because the movements
of both the wh-phrase and the topicalized subject are within the same
minimal domain.

(11) a. Petar, koja kniga ja kupi?
Petar which book it(F.SG.)bought
‘Peter, which book did he buy?’
b. [ropp Petar; Top° [topp koja kniga; Top° [cp t; (o [p ja+kupi+T°
[ve t; [ve t; v* [ve V° t11111]]
(12) a. Koja kniga Petar ja kupi?
which book Petar it(F.SG.)bought
‘Which book did Peter buy?’
b. [r1opp koja kniga; Top° [opp Petar; Top° [cp ti (o [tp ja+kupi+"[”
[ve ti [ve & v* [ve VO 111111
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3.2 Wh-Phrases and Adverbs

In the case of the ordering of adverbs and multiple wh-phrases, I will
demonstrate why it is possible for an adverb to occur between two fronted
DL wh-phrases, but not between two fronted NDL wh-phrases.

DL wh-phrases can be separated by an intervening adverb (13)
because in this case, the wh-phrases and the adverb target the same
positions, i.e. that of topics. The movement of both the wh-phrases and the
topicalized adverb are within the same minimal domain and there is no
wh-extraction of the wh’s over an intervening topic.

(13) a. Koj student nabrzina koja kniga ja kupi?
which student quickly which book it(F.SG.)bought
‘Which student bought which book quickly?’
b. [topp koj student; Top® [Topp nabrzina Top® [topp koja kniga;
Top® [cp t; C° [rp jatkupi+T° [1p t; v* [ve V° t]111]1]

NDL wh-phrases, on the other hand, do not allow for an intervening
adverb (14). In such cases, the adverb would be fronted to a position
before the verb by topicalization (following Rizzi 1997; see also Richards
1997). As it was the case with the subject, the topicalization of the adverb
would interfere with the wh-extraction of the NDL wh-phrases to its
SpecCP position.

(14) a.*Koj nabrzina $to kupi?
who  quickly what  bought
‘Who bought what quickly?’
b. [cp koj; C° [Topp Nabrzina Top° [Focp ti Sto; Foc® [rp kupi+T° [\p
tv" [ve VO 1]1111]

The reminder of this paper looks at the intervention effects found in
wh-questions with an overt complementizer.

4 Intervention Effects of the Question Particle Li

4.1 Location of ii

The i particle is used in yes/no questions, where it is optional.'" "2

" Yes/no questions can also be formed by dali.
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(15) a. Kupi () Marija kniga?
bought Q-PART Marija book
‘Did Marija buy a book?’
b. Knigata (/i) ja pro¢ita Marija?
book-the Q-PART it(F.SG.)read  Marija
‘Was it the book that Marija read?’

The /i particle cannot be used in declarative sentences.

(16) Marija (*/i) kupi kniga.
Marija Q-PART bought book
‘Marija bought a book.’

Following King (1995), Tomi¢ (1996), Rudin et al (1999), I assume /i
to be a yes/no particle occupying C°.

a7 Cp

AN
SpecCP  C’
N

C TP

I
li

(i) Dali kupi  Marija kniga?

Q bought Marija book

‘Did Marija buy a book?’
12 There seems to be difference in the interpretation of (15a) and (15b) when /i is
present, the details of which I will not go into. I will only note that (15a)
questions the whole proposition, i.e. the question is asking whether or not Marija
bought a book. In this case, there is no presupposition that she did. In (15b), on
the other hand, the presence of /i puts a strong focus on the book. In other words,
there is a presupposition that Marija read something, and the question is asking
for the identity of the thing that she read. This difference also holds for Russian,
as noted by King (1995). Thanks also to Liliana Sanchez (p.c.) for pointing out
the possibility of a different interpretation, which may lead to an alternative
analysis of these constructions.
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King (1995) argues that /i is obligatory in embedded yes/no questions in
Russian. The same requirement holds for Macedonian. (18b) is
ungrammatical even with the appropriate intonation for yes/no questions.

(18) a. Se  prasuvam uci li Marko?
REFL wonder studies Q-PART Marko
b. *Se  praSuvam uci Marko?

REFL wonder  studies Marko
‘I wonder if Marko is studying.’

In (18), the particle /i selects the finite clause as a complement. I take this
as evidence that /i is a head of the complement clause.
Li can co-occur with wh-phrases in matrix questions (19), but it
cannot co-occur in embedded ones (20).
(19) Koj Ui ja skr§i  Casata?
who  Q-PART it(F.SG.)broke glass-the
‘Who broke the glass?’
(20) * Se praSuvam koj li uci?
RELF wonder who  Q-PART studies
‘I wonder who studies.’

The generalizations regarding the distribution of /i are as follows:

i) matrix yes/no questions:  [cp [cV 1i]...]
[cpNP [¢  Li]..]
[cewh [cli]...]

13 T will assume here that the use of the particle in matrix clauses such as (15)
fulfills a clause-typing requirement. In other words, I assume that yes/no
questions are clause-typed by either a special intonation or the use of the question
particle /i (Cheng 1991). However, since /i can co-occur with wh-phrases in
matrix questions (19), it is unclear to me what its role would be in constructions
of that type. Presumably, the typing of the clause as a question in such cases
would be done by the wh-phrase. At this point, I can only speculate about the
possibility that /i in cases like (19) acts as a focus marker (i.e. the presence of it is
a realization of the focus features in the clause — Liliana Sanchez (p.c.)). This
may be on the right tract, but it also raises questions about the possibility of a co-
occurrence of /i with both NDL and DL wh-phrases, especially with regards to
the issue of topichood and focus. In addition, canonical yes/no questions with /i
(15) seem to be the only cases where the verb moves to C (rather than to T, as it
is the case with wh-questions).
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ii) embedded yes/no questions: [cp [cV li]..]
[eeNP [c  1i]...]
*[Cp wh [C ll] ]

We saw that /i can co-occur with wh-phrases. In the next section, I
will outline these co-occurrence patterns in more detail. In particular, we
will see that /i interacts differently with DL and NDL wh-phrases.

4.2 Intervention Effects of li

Rudin (1988) noted that a wh-cluster in languages like Macedonian'
cannot be split by an intervening element'®. In Macedonian, however, the
wh-cluster can be split up by an intervening question particle /i'® (see also
Lambova (2001) who shows that the same holds for Bulgarian).

A cluster containing NDL wh-phrases can be separated by /i, as
shown in (21) and (22). (21) shows that in questions with more than two
wh-phrases, /i must be between the first two wh-phrases (any other
placement results in ungrammaticality).

21) Ko i Sto komu mu dade?"’
who  Q-PART what whom him  gave
‘Who gave what to whom?’

22) Ko Ui kade otide?
who  Q-PART where went
‘Who went where?’

A cluster containing DL wh-phrases, on the other hand, cannot be
separated by /i.

'* Rudin distinguishes between two types of multiple fronting languages: [+MFS]
and [-MFS]. The former require obligatory fronting of all wh-phrases to a
SpecCP position. The latter require a movement of the highest wh-phrase to a
SpecCP position; the other wh-phrases adjoin to IP. Bulgarian (and Macedonian)
fall in the former category; Serbian/Croatian fall in the latter.

' These include clitics, particles and parentheticals. See Rudin (1988).

'® In this paper 1 put aside those cases where the wh-cluster is split by an
intervening parenthetical.

'7 Example (21) from Tomié (1996).
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(23) * Kojstudent /i koja kniga ja procita?
which student Q-PART which book it (F.SG.)read
‘Which student read which book?’

The analysis developed here accounts for the data in (21-23) by placing
the DL and NDL wh-phrases in two different positions in the clause.

On the assumption that /i occupies C, /i’s intervention effects in
multiple wh-questions can be explained as follows: NDL wh-phrases can
be separated by /i because the two wh-phrases are in SpecCP and
SpecFocP, respectively.

(24) a. Koj i §to kupi?
who  Q-PART what  bought
‘Who bought what?’
b. [cp koj; i C° [focp t; Sto; Foc’ [rp kupi T L t; v [ve...t; 11011

DL wh-phrases, on the other hand, cannot be separated by /i because
DL wh-phrases move to topic positions above CP.

(25)  a. *Kojstudent /i koja  kniga ja kupi?
which student Q-PART which book it(F.SG.)bought
‘Which student bought which book?’
b. [ropr koj student; TOpO[Cp t; Ii [1opp koja kniga; TOpO[Tp jatkupi
TLwe t; V [ve...t;]11]1]

This analysis makes certain predictions. In particular, it predicts that
two DL wh-phrases can precede /i.'® The prediction is borne out, as we
see in (26).

(26) a. Koj student koja  kniga /i ja kupi?
which student which book Q-PART it(F.SG.)bought
‘Which student bought which book?’

'8 I should note that speakers’ judgments vary in this respect. For some speakers,
li can only occur in second position in the clause (Olga Tomié (p.c.)). In cases
like (26) that would mean that /i can only occur after Koj (Koj li student koja
kniga ja procita?). And yet for some speakers, the position of /i is even more
flexible that as presented in this paper. I regard this to be dialectal variation.
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b. [ropp koj student; Top® [1ope koja kniga; Top® [cp t; i [re ja+kupi
TLw t; v [ve...t; 111111

The analysis also predicts that two NDL wh-phrases cannot precede /i.
This is due to the fact that in multiple wh-questions, the wh-phrases must
occupy SpecCP and SpecFocP, respectively.

(27) a* Koj $§to li kupi?
who  what Q-PART bought
‘Who bought what?’
b. [cp koj; $t0; /i [rocp i t; Foc® [rp kupi T® [vp t; v [ve ... t; ]]]1]
To summarize: the splitting of wh-clusters by elements that go in C
(such as /i) is sensitive to the DL status of the wh-phrases. Wh-clusters
containing two NDL wh-phrases can be split by an intervening /i; wh-
clusters containing two DL wh-phrases cannot. Moreover, two DL wh-
phrases have to precede the element in C. These facts are compatible with
our analysis that DL wh-phrases move to positions higher than that of
NDL wh-phrases: DL wh-phrases move to topic positions above CP,
while NDL wh-phrases move to SpecCP and SpecFocP (below CP).
The next section discusses the presence of Superiority effects in wh-
questions and its relation to the DL status of the wh-phrases.

4.3 Mixed Patterns

4.3.1 Superiority. In Macedonian, questions with multiple NDL wh-
phrases obey strict superiority requirements (Rudin 1988, Comorovski
1996, Richards 1997, Boskovi¢ 1998). This means that in questions like
(28), the fronting of the wh-phrases must preserve the base order of the
elements'’.

' Rudin (1988) was the first one to observe that multiple fronting languages
differ with respect to Superiority. [+MFS] languages (e.g. Bulgarian) impose a
strict ordering of the fronted wh-phrases; [-MFS] languages (e.g.
Serbian/Croatian), do not. Boskovi¢ (1998) pointed out that Superiority in
[+MFS] languages is not absolute, but that wh-phrases display such requirements
selectively. Namely, in questions with three wh-phrases (subject, direct object,
indirect object), the subject must be fronted first. The fronting of the other two
wh-phrases, on the other hand, is flexible, which means that the direct object wh
can either precede or follow the indirect object wh. In this paper, I only
concentrate on questions with two wh-phrases (subject and object).
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28) a. Ko sto kupi?
who what bought

b. *Sto  koj kupi?

what who  bought

‘Who bought what?’

It is a well known fact that Superiority is suspended in questions with DL
wh-phrases (see Pesetsky (1987), among many others; see Dayal (2003)
for a recent survey). This is also true for Macedonian, where the order of
the fronted DL wh-phrases in questions like (29) is flexible.

(29) a. Koj student koja kniga ja procita?
which student which book it(F.SG.)read
b. Koja kniga koj student ja procita?
which book which student it(F.SG.)read
‘Which student read which book?’

There have been several proposals in the literature concerning Superiority
in questions in general and multiple fronting languages in particular. For
an overview of some of these approaches, see Dayal (2003). Some of the
most recent proposals include Boskovié¢ (1998, 2002), Lambova (2001),
and others, where a distinction has been made between focus movement
of wh-phrases and wh-movement. Boskovié (2002), for example, argues
that only wh-movement obeys Superiority; focus movement does not.
Boskovié¢ argues that the difference between the two types of movements
is because of their triggering factors. Wh-phrases that undergo focus
movement do so because they need to have their intrinsic [focus] features
valued. Boskovi¢ assumes that in such cases the head with which the wh-
phrases agree has an Agree-All [focus] feature. As such, it is able to
attract all of the wh-phrases, in no particular order. Wh-movement, on the
other hand, is triggered by the [wh] feature on C. In this case, C always
attracts the closest wh-phrase (Richards 1997, 1999), hence, the rise of
Superiority. Boskovi¢ (2002) argues that in languages that lack
Superiority effects (e.g. Serbian/Croatian), wh-phrases undergo focus
movement only. In languages with Superiority effects (e.g. English,
Bulgarian) the wh-phrases undergo wh-movement.

The analysis presented here assumes that Superiority in questions
with NDL wh-phrases (28) comes from the fact that the wh-phrases
occupy two different positions: SpecCP and SpecFocP. In this case, the
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wh-phrases first move to SpecFocP (assumed to have an Agree-All
[focus] feature, following Boskovi¢ (1998) and others). When C is
merged, the closest wh moves to SpecCP to value the [wh] feature on C
(under Attract Closest; see Richards 1997, 1999).

Lack of Superiority in DL wh-phrases (29) is due to the fact that the
wh-phrases move to topic positions (see also Richards 1997). Topics in
Macedonian can be freely ordered (see Kochovska (2006) for details);
lack of Superiority in questions with DL wh-phrases follows naturally
from the structural properties of the elements themselves.

Next, I look at wh-questions in Macedonian with an over
complementizer and the various patterns that emerge once DL and NDL
wh-phrases are introduced in such constructions.

4.3.2 Subject DL + Object NDL. In questions containing a DL subject wh
(which student) and an NDL object wh (what), Superiority must always be
observed. The only acceptable word order of the wh-phrases is as in (30).
The NDL wh in these constructions is in its usual SpecCP position.

(30) Koj student §to li procita?
which student what Q-PART read
‘Which student read which book?’

In (31a-c), I give the alternative orderings of the wh-phrases. In (31a)
Superiority is observed, but the NDL is not in SpecCP, hence its
unacceptability. (31b) and (31c) violate Superiority. In addition, in (31b)
the DL wh is below CP and in (31c) the NDL is not in SpecCP.

(31) a. *Koj student /i Sto procita?
which  student Q-PART what read

b. *Sto i koj  student  progita?
what Q-PART which student read

c. *Sto koj student /i procita?

what which student Q-PART read

In sum, (30) and (31) show that in questions with a DL subject wh
and an NDL object wh: i) Superiority must be observed and ii) the NDL
wh must be in a SpecCP position.

4.3.3 Subject NDL + Object DL. In questions containing a subject NDL
wh (who) and an object DL wh (which book), Superiority is again always
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obeyed with the additional proviso that the DL status of the wh-phrases
changes.

In (32), the subject precedes the object wh. Note though that the
subject, in this case an NDL wh, is in a position higher than the DL object
wh.

(32) Koj koja kniga i ja procita?
who  which book Q-PART it(F.SG.)read
‘Who read which book?’

The emergence of the word order in (32) can be explained by assuming
that the NDL wh is in fact D-linked (following Comorovski (1996)). Note
that here too, once the DL status of the wh-phrases is fixed (i.e. they are
both DL), the fronting of the wh-phrases obeys Superiority.

In (33), the placement of the wh-phrases deviates from the usual
pattern: the DL wh is now in a position below CP?. Superiority, though,
is observed. :

(33) 7?Koj i koja  kniga ja procita?
who  Q-PART which book it(F.SG.)read

In (34a) and (34b), Superiority is violated and this seems to be the
determining factor for the grammaticality of the examples. In addition, the
NDL wh in (34b) is not in SpecCP.

(34) a. *Koja kniga koj li ja prodita?
which book who  Q-PART it(F.SG.)read

b. *Koja kniga /i koj ja procita?
which book Q-PART who  it(F.SG.)read

In sum, Superiority in wh-questions with an overt complementizer is
always obeyed. In these constructions, the fronting of the wh-phrases
must, in all cases, preserve the base order of the elements (the DL status
of the wh-phrases does not seem to make a difference). To achieve this, in
questions with subject NDL — object DL wh-phrases, either the NDL wh-
phrases become D-linked or the DL wh is forced to occupy a position

2 Judgments vary with respect to the grammaticality of these sentences. Due to
space considerations, I will leave these questions open here.
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below CP (less preferable of the two options). We can conclude that the
overt presence of the complementizer overrules the D-linking of the wh-
phrases. This is in complete contrast to the usual pattern where the D-
linking of the wh-phrases alleviates Superiority effects. As it stands, the
analysis developed here does not explain why the presence of an overt
complementizer has these effects on the structure and the behavior of the
wh-phrases. These issues require further investigation and I leave them for
future research.

5 Conclusion

I have argued that DL and NDL wh-phrases in Macedonian occupy
different positions at the left periphery of the clause. Evidence for this
came from the ordering of wh-phrases with respect to subjects and
adverbs. I have also shown that DL wh-phrases occupy a position above
CP and that NDL wh-phrases occupy positions within the CP. Evidence
for this came from questions with overt complementizers. The analysis
captures the fact that a wh-cluster consisting of DL wh’s cannot be broken
up by elements that go in C (/i particle), but can be broken up by elements
that go in topic positions (adverbs). The analysis captures the fact that a
wh-cluster consisting of NDL wh’s can be broken up by elements that go
in C (/i particle), but cannot be broken up by elements that go in topic
positions (adverbs).
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An Anti-Intervention Effect in Czech Splits:
An Argument for Late Merge’

Ivona Kucerova
Massachusetts Institute of Technology

1 Puzzle

This paper is about DP split constructions in which the subject obligatory
precedes the finite verb (resulting in SV order) and the linearly left part of
the split is not contrastively stressed (henceforth, SV splits). The following
new observation will be of the central interest here: SV splits are licensed
only if there is a quantifier linearly intervening between the two parts of
the split.'

Compare (1a) with (1b—). Only (1a), with a downward-entailing
quantifier (mdlo studentu ‘few students’) linearly intervening between the
L-part (nudnou ‘boring’) and the R-part (knihu ‘book’), is a well formed
split structure. That it is the presence of the quantifier that licenses the
split construction can be shown by the two following diagnostics: (i) if we
replace the quantifier with a non-quantifying nominal as in (1b), the split

* While sorting puzzles discussed in this paper, I have greatly benefited from
discussion with many people. Thanks go to Karlos Arregi, Asaf Bachrach, Sigrid
Beck, Cleo Condoravdi, Jakub Dotladil, Martina Gra¢anin Yuksek, Irene Heim,
Kai von Fintel, Danny Fox, Sabine Iatridou, Kyle Johnson, Roni Katzir, Chris
Kennedy, Lucie Medova, Marek Nekula, David Pesetsky, Norvin Richards, and
two anonymous reviewers. Unfortunately, many of their suggestions have not
been incorporated into this paper for space limitations. All remaining mistakes
are of course entirely mine.

' In Czech, there are other types of splits, which either have VS word order
and/or allow for contrastive stress. I will use the other types of splits for
expository purposes but I will not account for their syntactic structure.
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is not well formed;” (ii) if we try to overtly move the whole DP without
splitting it, as in (1c), the resulting structure is not well formed either.

)] a. Nudnou mdlo studentii Eetlo __ knihu.
boring few students read book
b. #Nudnou Petr ¢etl __ knihu.
boring Petr read book
c. #[Nudnou knihu] mdlo studentu Cetlo.
boring book few students read
‘Few students/Petr read a boring book.’ [to be revised]

2) Diagnostics for SV splits:
An SV split is a construction such that
@) the subject linearly precedes the finite verb;
(ii) the L-part is not contrastively stressed.

The fact that SV splits are only licensed in the presence of an intervening
quantifier is rather puzzling for at least two reasons. First, DP splits are
known for showing an intervention effect in the sense of Beck and others
(Beck 1996; Beck and Kim 1997; Pesetsky 2000; Kim 2002; Beck 2006);
thus, presence of an intervening quantifier yields usually deviation, not
improvement. The intervention effect is schematized in (3) and is
exemplified for wh-splits in (4).> Second, a syntactic derivation is rarely
conditioned by a surface presence of an intervening element.

2 The hash sign (#) is used to indicate an intervention effect. The intervention
effect is not a straightforward type of ungrammaticality. Native speakers often
accept this type of sentence when they hear or read them. However, once asked
about the meaning of such a sentence or about a plausible scenario in which such
a sentence could be used, they often reject their original judgment. A warning to
the reader: many judgments reported here are context dependent. All examples
containing contrastive stress ask for a scenario where the relevant item has
already been introduced in the common ground. In contrast, SV splits crucially
ask for a scenario that enforces the relevant nominal to be new in the discourse.
Unfortunately, the appropriate scenarios have been omitted for space reasons.

? In fact, the above mentioned authors talk about the intervention effect only in
connection with wh-splits. I have observed, however, that the same restriction
applies to other DP splits as well. As far as I know this observation has not been
reported in the literature before. For the sake of simplicity, I assume that the
syntactic structure of wh- and non-wh DPs is parallel.
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3) Quantifiers block LF movement (Beck'’s intervention effect):

o g (O )

©) Wh-split DPs:

a. #Koho mdlo studentii vidélo __ z muzikanti?
whom few students saw from musicians

b. Koho Petr vidél  z muzikanta?
whom Petr saw from musicians

c. Koho z muzikanti vidélo mdlo studentii?

whom from musicians saw few students
‘Who from the musicians did few students/Petr see?’

I will call this well-formedness condition on SV splits an anti-intervention
4
effect.

) Anti-intervention effect:
An SV split is licensed only if there is a quantifier intervening
between the L-part and the R-part of the split.

SV splits contrast with other Czech splits with respect to (5). Examples in
(6) show splits in which the verb obligatory precedes the subject (VS
splits); examples in (7) show splits with the L-part contrastively stressed
(F splits). As we can see, applying the same diagnostics as to the SV splits
leads to the exact opposite result: neither parts of a VS split nor parts of
an F split can be linearly separated by a downward-entailing quantifier, as
witnessed by (6a) and (7a). In contrast, these types of splits are well
formed if the quantifier is replaced with a non-quantifying DP, as in (6b)
and (7b). In the given configuration it is also possible to move the whole
DP to the left across the quantifier, as in (6¢) and (7c).

* An anonymous reviewer suggested that the wh-intervention effects might be a
result of a partitive effect in the scope of the intervening quantifier. Even though
this might be a plausible explanation or examples in (4), wh-intervention effects
are independent from partitive constructions and they arise outside of split
constructions as well. Thus I prefer not to tie the intervention effect to the
partitive property of a subset of the constructions and I prefer a more general
account such as that of Beck (2006).
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6) Splits with the verb preceding the subject (VS splits):
a. #Nudnou c¢etlo madlo studenti __ knihu.
boring read few students book
b. Nudnou ¢etl Petr __ knihu.
boring read Petr book
C. Nudnou knihug ¢etlo mdlo studentu.
boring book read few students
‘Few students/Petr read a/the boring book’

) DPs with the fronted part contrastively stressed (focused and
presupposed) (F splits):
a. #NUDnoug mdlo studentu ¢etlo __ knihu.
boring few students read book

b. NUDnoug Petr ¢etl __ knihu.
boring Petr read book
c. NUDnou; knihu &etlo mdlo studenti.

boring book read few students
‘It was a/the boring book that few students/Petr read.”®

I assume that from a syntactic point of view Czech split DPs form a
heterogeneous set, but I will not attempt to account here for VS splits and
F splits.® My goal is to provide an analysis of SV splits and of the fact that
they must be licensed by a quantifier.

I will argue that SV splits are derived by covert movement of the R-
part followed by late merge of the L-part. I will show that the covert
movement is semantically driven movement and as such must always
result in a new semantic interpretation (Fox 2000). Thus I will argue for
SV splits being analyzed as a case of extraposition to the left (in the sense
of Fox and Nissenbaum 1999).

Example (8) lists the interveners that can license SV splits. Notice
that existential quantifiers do not license SV splits. One of the tasks of the

51 translate F splits as clefts because, as clefts, they combine focus and
exhaustiveness interpretation. I will not comment on the exact semantics of F
splits here, though.

® The reader should not be misled by my surface oriented classification of Czech
splits: I do not claim that VS splits and F splits form syntactically uniform sets.
The proposed classification is meant to provide a diagnostics for SV splits in
order to distinguish them from other similar structures.
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proposed analysis is to predict what type of quantifiers licenses SV splits
and what type does not.

%) Set of interveners that license the SV splits:
a. universal and downward entailing quantifiers
b. focus associated elements (only, even etc.)

The basic idea of this paper follows Lebeaux’s proposal that adjuncts may
be late merged (Lebeaux 1988, 1998). Adjuncts thus contrast with
complements that must satisfy their 0-requirements locally. Fox and
Nissenbaum (1999) extended this proposal to covert movement in order to
account for Williams’ generalization (9) and for obviation of Condition C
in English extraposition to the right, as in (10). As schematized in (11),
the idea is that there is no Condition C violation in (10a) since the relative
clause that John particularly liked was merged only after QR of its host a
proof had taken place (in order to account for Williams’ generalization,
the argumentation assumes that QR is obligatory). Thus, there is no point
in the derivation when Aim; would c-command John;. In contrast, in (10b)
the relative clause must have been merged in the base generated position
of the noun because late merge of complements is not possible. The result
is a necessary Condition C violation.

) Williams’ generalization (Williams 1974):
When an adjunct 8 is extraposed from a "source" NP a, the scope
of a is at least as high as the attachment site of B (the
extraposition site).

(10) a. Mary showed him; a proof yesterday that John;
particularly liked. (adjunct)
b. *Mary showed him; a proof yesterday that John;
committed the crime. (complement)
(1) a. Covert movement of the NP:

Mary showed him; [a proof] yesterday [preef]
L 4

b. Late merger of the relative clause:
Mary showed him; [a proof] yesterday [[preef] that

John, particularly liked].
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I propose that Czech SV splits are a case of extraposition to the left under
a Fox-Nissenbaum analysis of extraposition. I will argue that the L-part of
the split is late merged. It means that it is merged only after the R-part has
undergone covert movement, as in (12).

(12) a. Nudnou Zdadny student ne¢etl __ knihu.
boring no student not-read book
b. Covert movement of the NP:

[xp beek [1p [qp no student] [,p read bo?k]]]
A

c. Late merger of the adjective:
[xe[ne boring beek] [1p[qp no student] [p read book]]]

I will argue that the structure like (12c) gets interpreted as in (13), i.e.,
that there is an existential above and below the intervening quantifier. The
formula in (13) can be informally paraphrased as ‘there is a set of boring
books and there is no student such that the student read a book from the
set of boring books’.

(13)  3Ix[books(x) & boring(x) & —y[student(y) = Iz < x : [y read z]]]

To make the argument sound, I will first give arguments for SV splits
being derived by movement (cyclicity and sensitivity to islands). Then I
will provide arguments for late merge (restrictions on the fronted part,
reconstruction and variable binding facts). In the last part of the paper I
will address the question of interpretation and I will propose a possible
derivation.

7 Notice that even though the actual example in (12a) contains a singular “book’,
the interpretation refers to a set, i.e., plurality, of books. I will argue in 4.2 that
the plurality interpretation comes from a presence of a salient partitive quantifier
and the singular does not have a corresponding semantic reflex (see for example
Sauerland (2003) for an argument for independence of morphological and
semantic number).
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2 Movement

This section provides an argument that some form of movement is
involved in the derivation of SV splits. I will show in 2.1 that long
distance SV splits are possible and they strictly obey a generalization
which I will call successive cyclic intervention. In 2.2 1 will show that SV
splits obey islands. I argue that these two properties suggest that SV splits
are derived by some form of movement, rather than being base generated
in its surface position.

2.1 Successive Cyclic Intervention

Long-distance SV splits are possible but there must be a licensing
intervener in every clause. I will call this empirical restriction successive
cyclic intervention. I argue that successive cyclic intervention is a reflex
of a restriction on movement in general. According to this restriction,
movement must proceed in clause-bound (more precisely, phase-bound)
steps and each step must be independently licensed. Thus, if a long-
distance SV split involves movement and movement is licensed by an
intervening quantifier we expect that for each clause there must be a
licensing quantifier. As shown in (14a-b), long distance SV splits are not
licensed if a licensing intervener appears only in the matrix (14a) or only
in the embedded clause (14b). Sentence (14c), in contrast, with an
intervener both in the matrix and in the embedded clause, is well formed.

(149) a.  #Nudnou mdlo studentii feklo, ze Petr &etl __ knihu.

boring few students said that Petr read book
‘Few students said that Petr read a boring book.’

b. #Nudnou fekl Petr, Zze madlo studentii ¢etlo __ knihu.
boring said Petr that few students read book
‘Petr said that few students read a boring book.’

c. Nudnou madlo studentii teklo, ze Zadny student necetl __
knihu.
boring few students said that no student not-read book
‘Few students said that no student read a boring book.’

2.2 Sensitivity to Islands

Long distance SV splits are possible only if no island intervenes.
Examples in (15) show that long distance SV splits obey the Complex NP
island constraint (15a), the Coordinate structure constraint (15b), the
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Relative clause island constraint (15c¢), the Subject island constraint (15d),
the Wh-island constraint (15¢), and the Adjunct island constraint (15f).

(15) a. *Zajimavou malo studentt prekvapilo tvrzeni, ze Zddna

divka nefetla __ knihu.
interesting few students suprised claim that no girl not-
read book
‘Few students were surprised by the claim that no girl
read an interesting book.’

b. *Nudnou malo studentii nepfineslo ani dopis ani __
knihu.
boring few students not-brought nor letter nor book
‘Few students brought neither a letter nor a boring book.’

c. *Nudnou malo studentii vidélo chlapce, ktery zfidka
ptinesl __ Kknihu.
boring few students saw boy that rarely brought book
‘Few students saw a/the boy that rarely brought a boring
book.’

d. *Zajimava malo studentt si mysli, Ze ztidka __ kniha
byla na stole.
interesting few students REFL thinks that rarely book
was on table
‘Few students think that an interesting book was rarely
on the table.’

e. *Zajimavou malo studentti vaha, zda zadny profesor
nepfinesl __ knihu.
interesting few students wonder whether no profesor
not-brought book
‘Few students wonder whether no professor brought an
interesting book.’

f. * Nudné malo studentii bylo v kiné bez __ divky.
boring few students was in cinema without girl
‘Few students went to movies without boring girl.’

I have shown in this section that the SV splits formation exhibits
movement properties, i.e., it proceeds in cyclic steps and it obeys
syntactic islands.
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3 Arguments for Late Merge

The proposed analysis crucially assumes that the L-part of the split is late
merged in its surface position. Notice that this assumption does not
contradict empirical results of the previous section since I assume that the
late merge of the L-part is conditioned by covert movement of the R-part.

I will show that SV splits share two crucial properties with English
right extraposition: (i) SV splits are sensitive to an adjunct-complement
distinction even though the distinction is irrelevant for other types of
splits; (ii) SV splits behave as extraposition with respect to Condition C,
Condition A and variable binding.

3.1 Restrictions on the L-part of the Split

Even though overt movement of adjuncts is in general less common than
overt movement of complements, as can be seen for example in (16),
Englgsh extraposition to the right shows the opposite pattern, as seen in
7).

(16) a. [Of wh%m]; did you see [a painting til]?

b. *??[From vzhere]i did you see [a painting zii]?

(17) a. 7?71 saw [the best picture Iti] yesterday [of tlke museum};.

b. I saw [the best picture [ti] yesterday [fron; the museum};.

As we have seen in Section 1, Fox and Nissenbaum (1999) account for the
contrast between adjunct and complements in extraposition by arguing
that adjuncts can be late merged. Thus they can be adjoined to a covertly
moved argument. Complements, on the other hand, do not have such an
option.

# Extraposition data are in fact more complex. They are, for example, sensitive to
definiteness of the phrase an element is extracted from (see Fox and Nissenbaum
(1999) for more examples). What is important for the current discussion is that
there is a difference between adjuncts and complements that is not attested in
other types of movement.
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As can be seen in (18), Czech SV splits pattern with English
extraposition in that complements are not attested as the L-part of SV
splits. The same point is made more clearly in (19). In (19), a minimal
pair illustrating the relevant distinction between adjunct versus
complement is provided by the Czech counterpart for ‘story’. There are
two nouns with this meaning: one is a deverbal noun selecting a
complement, the other one is not deverbal and does not select a
complement. Only the non-deverbal noun (19a) can serve as a base for an
SV split. In contrast, the complement selecting noun (19b) cannot be split
in this way.

(18) a. * Honzy malo studentli znalo pfibuzného .
of-Honza few students knew relative
‘Few students knew a relative of Honza.’
b. *Dortu malo déti jedlo polovinu .
of-cake few children ate half
‘Few children ate a half of a cake.’

(19) a. O veverkach malo déti ¢etlo pfibéh .
about squirrels few children listen story
b. *O veverkach malo déti ¢etlo vypravéni __ .
about squirrels few children listen telling
‘Few children listened to a story about squirrels.’

As can be seen in (20), which illustrate complement fronting in F splits,
there is no general ban on fronting complements; the ban applies only to
SV splits. The L-part in (20) is always contrastively stressed and
presupposed, in contrast to SV splits that do not have such properties. I
take the adjunct-complement asymmetry as evidence that the L-part of an
SV split has been late merged.

20) a. HONGzy kazdy student znal pFibuzného __, ne Petra.
of-Honza every student knew relative not of-Petr
‘It was a relative of Honza that every student knew, not a
relative of Peter.’
b. DORtu malo déti jedlo polovinu __.
of-cake few children ate half
‘It was a half of a cake that few children ate.’
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c. O VEVERKkéch kazdé dité poslouchalo vypravéni
ne o slonech.
about squirrels every child listen telling not about
elephants
‘It was a story about squirrels that every child listened
to, not a story about elephants.’

3.2 Reconstruction and Variable Binding Facts
Another argument for the late merge analysis comes from binding facts.
First, Condition C effects show that the L-part does not need to
reconstruct, as seen in (21). These examples parallel the logic of the
discussion of English extraposition in (10)—(11).

21) a. Cimrmanem; podepsanou jen on; fekl, ze malo divek

Cetlo __ knihu.
by-Cimrman signed only he said that few girls read
book
‘Only Cimrman said that few girls read a book signed by
him.’ ,

b. *CIMrmanem,; podepsanou jen on; iekl, ze Marie Cetla
___ knihu.
by-Cimrman signed only he said that Marie read book

c. * Cimrmanem; podepsanou fekl jen on;, ze Marie Cetla
__ knihu.
by-Cimrman signed said only he that Marie read book
‘Only Cimrman said that Marie read a book signed by
him.’

Sentence (21a) shows a construction with an SV split. As we can see,
Cimrman is coindexed with he without introducing a Condition C
violation. In contrast, (21b) containing an F split and (21¢) containing a
VS split do violate Condition C. The contrast between (21a) on the one
hand and (21b) and (21c¢) on the other suggests that the L-part in (21a) has
been late merged, while the L-part in (21b) and (21c¢) has overtly moved
from a position c-commanded by he. The example in (22a) illustrating
Condition A effects shows that the L-part in an SV split not only does not
need to reconstruct, but in fact cannot reconstruct.
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(22) a. ??Sobé samému; vénované kazdy student; ¢te __ knihy.
self identical dedicated every student reads books
‘Every student reads books dedicated to himself.’

b. SOBE samému; vénované kazdy student; ¢te __ knihy.
self identical dedicated every student reads books
c. Sobé samému; vénované &te kazdy student;  knihy.

self identical dedicated reads every student books
‘It is books that were dedicated to him that every student
reads.’

The logic of the argument is that if there were a copy of the anaphoric
pronoun c-commanded by ‘every student’, the anaphor could have
reconstructed in order to avoid a Condition A violation. That
reconstruction is not available suggests that there is no lower copy to
reconstruct to. In contrast, the L-part of an F split (22b) and the L-part of
a VS split (22¢) do not violate Condition A. The contrast in (22) suggests
that reconstruction in order to avoid a violation of Condition A is
available for Czech split constructions only if there is a lower copy the L-
part can reconstruct to. In turn, the Condition A facts support the
hypothesis that the L-part of an SV split has been late merged on the left
periphery.

Lack of a reconstruction site for SV splits is further supported by
variable binding facts given in (23a). In contrast, reconstruction is
available both for F splits (23b) and VS splits (23c¢).

23) a. *O veverkach, které pro; dal pani Zemanové, kazdy

ministr; ¢etl __ knihy.
about squirrels that he gave Mrs. Zemanova every
minister read book

b. O VEVERKach, které pro; dal pani Zemanové, kazdy
ministr; ¢etl __ knihy.
about squirrels that he gave Mrs. Zemanova every
minister read book

c. O veverkich, které pro; dal pani Zemanové, cetl
kazdy ministr; __ knihy.
about squirrels that he gave Mrs. Zemanova read every
minister book
‘For every minister, the topic of the book that he read was
the squirrels that he gave to Mrs. Zemanova.’
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4 Interpretation

The previous two sections have supported the argument that SV splits are
derived by movement and that the L-part of such a split is late merged. In
this section I will argue that this is a case of economy driven movement
obeying Fox’s Economy condition on scope shifting, given in (24). I will
argue that it is the R-part of the split (NP) that moves covertly in order to
gain another semantic interpretation.

The obvious question to ask at this point is what the new semantic
interpretation that triggers the movement is. I will argue that the covert
movement leads to interpreting an existential above the intervening
quantifier. Interestingly, the R-part is interpreted in situ as well.” One
existential quantifier is thus simultaneously interpreted both in the scope
and above the scope of the intervening quantifier. An example of an
interpretation achieved by this syntactic strategy is given in (25), which
can be paraphrased as ‘there is a set of boring books and there is no
student such that the student read a book from the set of boring books’.

(24)  Scope Economy (Fox 2000: 26):
[A scope shifting operation] can move XP; from a position in
which it is interpretable only if the movement crosses XP, and
<XP;,XP,> is not scopally commutative.
<XP;,XP,> is scopally commutative (when both denote
generalized quantifiers)
if for every model, and for every ¢ € D>,
UXPJAX[IXP{](Ay o(y)(x))) = [XPAJAY[IXP1]](Ax 9(y)(x))).

(25) a. Nudnou zadny student necetl knihu.
boring no student not-read book
b. Ix[books(x) & boring(x) & —y[student(y) > Iz <x :
[y read z]]]

In the first part of this section I will provide an argument for two
independent interpretations of the existential quantifier. In the second part
I will sketch the proposed analysis in more detail. The task of Section 4.2

® This is not really accurate. In Section 4.2 I will argue that the NP in fact
undergoes short movement for interpretation purposes. What is important for the
discussion here is that the R-part gets interpreted under the intervening quantifier.
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is to account for both the wide scope of the existential and the narrow
scope.

4.1 Two Existential Quantifiers

Downward-entailing quantifiers provide a good testing environment for
the presence of two independent interpretations of an existential. The
structure in (25b) predicts that the downward-entailing quantifier Zadny
‘no’ can eliminate the existential assertion introduced by the existential in
the scope of the downward-entailing quantifier. However, if there is an
existential interpreted outside of the scope of the downward-entailing
quantifier, an utterance containing an SV split should still be able to result
in existential assertion. This prediction is borne out, as can be seen in (26)
on the interaction of an SV split with an anaphoric pronoun. In (26a) the
pronoun ‘them’ is felicitous since the SV split asserts existence of a set of
interesting books.'® In contrast, other types of splits, as in (26b), lack the
ability to introduce the assertion force outside of the downward-entailing
quantifier, thus the pronoun fails to pick up an antecedent in the given
context.

(26) a. Zajimavé zadny student ne¢etl __ knihy. Zadal je
profesor Bernard.
interesting no student not-read books. assigned them
professor Bernard
‘There were interesting books and no student read them.
They were assigned by professor Bernard.’

b. #7adny student nedetl zajimavé knihy. Zadal je profesor

Bernard.
no student not-read interesting books. assigned them
professor Bernard
‘No student read interesting books. They were assigned
by professor Bernard.’

A similar point can be made once we consider assertion of something that
is assumed not to exist in the actual world, for example a white unicorn.
By uttering (27a) the speaker asserts that there are few members of her
family that would like to have a white unicorn. We cannot learn anything

19 T assume a context where a set of interesting books has not been introduced in
the common ground yet.
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about the speaker’s beliefs about white unicorns. In contrast, by uttering
(27b) the speaker commits herself to believing that there are white
unicorns in the actual world. The contrast between (27a) and (27b)
supports the analysis that an SV split allows an existential to be
interpreted outside of the scope of the intervening quantifier.

27) a. Malo &lent moji rodiny chee mit bilého jednoroZce.
few members of-my family wants to-have white unicorn
‘Few members of my family want to have a white
unicorn.’

b. Bflého mélo ¢lenti moji rodiny chce mit __ jednoroZce.

white few members of-my family wants to-have unicorn
‘There are white unicorns and few members of my
family want to have a white unicorn.’

If the new semantic interpretation introduced by an SV split is an
existential over the intervening quantifier, it follows that interveners can
be only elements that while being crossed by the existential result in a
new semantic interpretation.'' Existential quantifiers are thus expected not
to be g(l)?d interveners. The example in (28) shows that this prediction is
correct.

(28) #Nudnou n¢&jaky student &etl knihu.
boring some student read book
‘Some student read a boring book.’

To sum up, this subsection provided an argument for SV splits being
derived by semantically driven movement. We have also seen that the
proposed analysis accounts for the fact that existential quantifiers do not
license SV splits even though they otherwise behave as interveners with
respect to Beck’s intervention effect. The goal of the next subsection is to
provide more details on the actual derivation and the corresponding
semantic interpretation.

' Recall that scope motivated movement arises only if the relevant XPs are not
commutative, (24).

2 Notice that the lack of a new semantic interpretation is also the reason why SV
splits do not arise over a non-QP, such as "Petr’ in (1b).
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4.2 Derivation

The proposed analysis relies on two basic semantic ingredients: as the
interpretation given in (25b) suggests, (i) the relevant meaning involves
existential quantification over pluralities, (ii) the semantic relation in the
scope of the intervening quantifier is a partitive relation.

I argue that the derivation proceeds in several steps: before the actual
movement for scope-shift purposes occurs, the R-part of the split
undergoes a short movement for interpretability purposes. The structure is
completed by late merge of an adjunct.

I argue that the R-part of a split is an existential NP, i.e., <et,#>. The
NP is selected by a silent partitive generalized quantifier, i.e.,
<e <et,t>>." It is this quantifier that introduces the partitive reading.
Furthermore, I assume here that an existential does not pick one
individual but it picks up a set of plural individuals. I argue that the
common singular reading that we associate with existentials is in fact only
an implicature and it is not encoded in the semantic meaning of the
quantifier."*

Following Matthewson (2001) I argue that this is not an interpretable
structure since quantifiers ask for a sister of type <e>. Thus the NP must
move for interpretability reasons. By Trace Conversion Rule, defined in
(29), the NP trace is of type <e>, i.e., combinable with the partitive
quantifier. The first step of the derivation is schematized in (30).

(29)  Trace Conversion (Fox 2003):
o
For Tree YP. ¢, interpret ¢ as a function that maps an
individual, x, to the meaning of ¢ [x/n]. ¢ [x/n] is the result of
replacing the head of every constituent with the index » in ¢ with
the head the,, whose interpretation, [[the,]], is
AP. [[the]] (P U Ay.y =X).

" The partitive quantifier is in the following derivation labeled as of. Its lexical
entry is defined in (i).

(i) [[of]] = Ax € De. Af € D<e,t>. Jy such that f(x) < f(y) M(y) =1

'*1 assume that the morphological singular on the noun is a default realization.
Furthermore, I assume that the semantic number and the morphological number
are not identical, following Sauerland (2003), among others.
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(30) Covert movement of NP book for interpretability reasons:

a. [ofp<ett> [ Ofce<et,i>> DOOK<ers>]]
b. [xe be:th,P [xp AX [ofpeet> [ Of<ecet,>> b00kret,t>]]]]

The result of this step is a structure with three elements of type <et,t>, i.e.
generalized quantifiers: the existential NP (a) book, the ofP and the
intervening quantifier no. 1 assume that they all undergo movement
outside of VP in order to be interpretable (Heim and Kratzer 1998)."

In the next step, the existential NP book undergoes a scope-shifting
operation over the quantifying intervener no. This step of derivation is
schematized in (31).

(31) Covert movement of book:
[<e> (@) BOOk<er > [<er> AX [« 1O student read (a) book}]]
A

In the last step, an adjective is late merged, resulting in a structure given
in (32).

(32) Late merge of adjective boring:
[« (a) boring beek<e s> [<e> AX [« N0 student read (a) book]]]

Notice that the obtained structure has two instances of the existential,
under the quantifier and above the quantifier. Thus, we can understand
why both wide and narrow scope might be available. However, it is still
not obvious why they both should be interpreted simultaneously. I argue
that this is a result of the covert movement and overt marking of the
landing site by the late merge of the adjective. Czech usually interprets
quantifiers in their surface position. Thus the narrow scope comes from
the overt realization of the existential below the quantifier. On the other
hand, the late merged adjective marks overtly the wide scope of the
existential. I argue that the late merge strategy is in place exactly to mark
overtly two distinct interpretations of one existential. Without the
adjective being late merge, the two scopes could not be available.

'3 I skip details of this step because it does not affect scope relations between the
relevant quantifiers.
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5 Conclusion

I have argued that a successful analysis of split DP constructions should
assume that splits do not form a homogenous syntactic set. Instead, there
are at least two different syntactic strategies to derive a split DP. Either
the split can be motivated by feature incompatibility of the parts involved
in the split, or a split can be driven by scope-shifting requirements of the
noun involved. I have presented new data from Czech representing the
latter type of the split constructions. I have argued that this particular type
of split is derived by semantically driven movement followed by late
merge of the linearly left part.
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1 Introduction

Negative Concord Items (NCls) in Slavic languages typically require the
presence of clausemate sentential negation, as exemplified by the data
drawn from Russian in (1).

(1) a.*Nikto zvonil.
anyone called
‘(Lit.)Anyone called.’

b. Nikto nme zvonil.
anyone Neg called
‘Nobody called.’

Despite the simplicity of their syntactic distribution, no principled account
has been presented that goes beyond a mere stipulation that NClIs carry a
certain feature that needs to be licensed by clausemate sentential negation,
where the relevant feature and the manner of licensing varies from an
“anaphoric negative polarity” feature in need of binding by sentential
negation (Progovac 1994), an uninterpretable Neg-feature that needs to be
checked off by sentential negation (Brown 1999) to an uninterpretable
focus feature to be deleted by sentential negation (Watanabe 2004).

This paper attempts to derive the distribution of NCIs in Slavic

* I would like to thank Cedric Boeckx, Martina Gracanin-Yuksek, Ivona
Kuderova, Akira Watanabe as well as two anonymous reviewers and the audience
at the 15™ FASL conference for insightful comments and exciting questions.
Needless to say, all remaining errors are mine.
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languages by morphologically decomposing them, examining the
semantic contribution of their ingredients and comparing their structure to
that of Negative Polarity Items (NPIs) in Hindi. This will be the main task
of the next section. The rest of the paper is organized as follows. Section 3
takes up two alternative approaches to NClIs, one by Brown (1999) and
the other by Watanabe (2004), and argues that the present approach is
preferable for both conceptual and empirical reasons. Section 4 discusses
two implications of the proposed analysis. Section 5 concludes the paper.

2 Decomposing NCIs and NPIs

NCIs should be distinguished from NPIs, the difference being that the
former can occur only in the presence of clausemate sentential negation
while the latter can be found not only in the scope of clausemate negation
but in non-negative downward entailing contexts. Thus, NCIs in Russian
are ruled out in contexts such as those exemplified by (2) while NPIs in
Hindi are licensed in the same type of environments, as in (3a,b), as well
as under the scope of clausemate sentential negation, as in (3c).

(2) a.* Nikto zvonil?
anyone called
‘Did anyone called?’
b. * Eslivy vstretite nikogo, pozvonite mne.
if youmeet anyone call me
‘If you meet anyone, call me.’

(3) a. tumheN kuch bhii pasand aayii kyaa

you  anything like Q
‘Did you like anything?’

b.  agar tum kisii-ko bhii dekho to mujhe bataao
if you anyone-Acc see (subj)then me tell
‘If you see anyone, inform me.’

c. maiN-ne ek bhii aadmii-ko nahiiN dekhaa
IErg  anyone man Neg saw
‘I did not see any man.’ (Lahiri 1998)

In what follows, I will argue that the observed difference can be
explained by decomposing the relevant items in question and exploring
the semantic contribution that each component makes.
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Let me begin with NPIs in Hindi by briefly reproducing Lahiri’s (1998)
analysis thereof, which will form a basis for the upcoming discussion of
NClIs in Slavic. According to Lahiri (1998), NPIs in Hindi consist of a
weak cardinality predicate one that is true of everything that exists and a
focus particle, as is exemplified by ek bhii, which consists of ek ‘one’ and
bhii ‘even.’ This analysis is extended to other NPIs such as kuch bhii
‘anything’ and koii bhii ‘anybody’, where the indefinite parts kuch
‘something’ and koii ‘someone’ are assumed to express a weak cardinality
predicate one.

Assuming that sentences with the focus particle induce the two
implicatures given in (4), Lahiri (1998) demonstrates that the NPI
sensitivity is derivable from the semantics of focus in combination with
the nature of the numeral one.

(4) a. Ip[C(p)APApP#"a]
b. Vp[[C(p) A p # "a] — likelihood(p) > likelihood("a)],
where a is the assertion and C is the set of the focus-induced
alternatives to a.

To illustrate the role of bhii, let us consider the meaning of a simple
sentence like (5), where the proper name Raam is associated with the
focus particle.

(5) RAAM; bhii aayaa
Raam even came
‘Even Raam came.’

The proposition asserted by this sentence is ‘that Raam came.’ Given that
the proper name is focused, the alternative set to it will consist of
contextually determined proper names such as {raam, siitaa, mohan, ...}.
The focus-induced alternatives to this proposition are thus a set of the
form {‘that Raam came’, ‘that Siitaa came’, ‘that Mohan came’, ...}. Then,
by the lexical property of the focus particle given in (4), the two
implicatures in (6) obtain.

(6) a. Someone else other than Raam came.
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b. For every individual x other than Raam, if x came, then the
likelihood that x came is higher than the likelihood that Raam
came.

With this in mind, let us now consider the contrast in (7).

(7) a. *Koiir  bhii aayaa
someone even came
‘(Lit) Anyone came.’
b. Koiir  bhii nahiiN aayaa
someone even Neg come
‘No one came.’ (Lahiri 1998)

Under the assumption that koii ‘someone’ expresses a cardinality
predicate one, the proposition asserted by (7a) is represented as in (8).

(8) Ix[one (x) A x came]

The set of focus-induced alternatives to this proposition will be {"Ix[one
(X) A x came], "Ix[two (x) A x came], “Ix[three (x) A x came]...}, which
obtains by replacing the focus-associated one with its alternatives, two,
three etc. The implicatures that arise from this alternative set will be (9).

(9) a. For some cardinality predicate other than one, say Z, 3x[Z(x) A x
came]
b. For every cardinality predicate other than one, say, U, if Ix[U(x)
A x came], then likelihood("3x[U(x) A x came]) > likelihood ("3x
[one(x) A X came])

It is intuitively clear that these implicatures are odd. The oddity stems
from the fact that from (9a, b), (10) follows whereas due to the nature of
the alternatives to one, (11) is true, from which (12) follows.

(10) likelihood("3x[Z(x) A x came]) > likelihood ("Ix [one(x) A x came])
(11) IX[Z(x) A x came] — Ix [one(x) A X came]
(12) likelihood("3x[Z(x) A x came]) < likelihood (*Ix [one(x) A x came])

Witness that (12) contradicts (10). This means that NPIs in Hindi
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systematically produce contradictory implicatures in upward entailing
contexts in general. This explains the ungrammaticality of structures such
as (7a). See Lahiri (1998) for detailed discussion.

By contrast, the NPI can occur in downward entailing contexts such as
negative contexts, as in (7b), which asserts (13) and yields the
implicatures given in (14).

(13) ~3x[one (x) A x came]
(14) a. For some cardinality predicate other than one, say Z, ~3x[Z(x) A
X came]
b. For every cardinality predicate other than ome, say, U, if
~3Ix[U(x) A x came], then likelihood("~3x[U(x) A x came]) >
likelihood("~3x[one(x) A x came])

These implicatures are not contradictory. (14a,b) imply (15).

(15) likelihood("~3x[Z(x) A x came])>likelihood("~Ix[one(x) A x came])
By the law of contradiction, (16) obtains from (11).

(16) ~3x [one(x) A x came] — ~3IxX[Z(X) A X came]

From (16), we get (17), which does not contradict (15).

(17) likelihood(“~Jx[one(x) A x came]) < likelihood("~3x[Z(x) A x came])

Lahiri (1998) claims that this generally applies to other downward
entailing contexts, which can be verified by replacing the negative
operator in (13) through (17) with some other downward entailing
operator. This way, Lahiri succeeds in deriving the polar sensitivity of
NPIs in Hindi from the semantics of focus and the nature of one.

Turning now to NClIs in Slavic and the semantic contribution of their
components, let us take up an NCI in Russian, nikfo ‘anyone.’ Haspelmath
(1997) analyzes this item as consisting of three parts n- ‘not’, -i-, ‘even’
and -kto ‘who.’ Notice that this expression contains a focus element -i-,
just like bhii in NPIs in Hindi. What is the role of a wh-part? Does it
correspond to the indefinite part of NPIs in Hindi? Suppose that the
wh-part can be viewed as an indefinite that expresses a cardinality
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predicate one. Then we can hypothesize that NCIs in Slavic and NPIs in
Hindi differ solely in one point, i.e., the former contain a negative element
in the form of a prefix-like element #- while the latter do not. If so, we can
further hypothesize that it is the presence of the negative element in NClIs
that forces them to co-occur with clausemate sentential negation.

This hypothesis crucially depends on the assumption that the wh-part in
NClIs is a kind of indefinite meaning one. This assumption does not sound
so bizarre but needs to be elaborated. In order to avoid a loophole in the
line of reasoning, we need evidence for this assumption. What counts as
evidence? We can confirm the assumption if there is an expression that
expresses a predicate one, a focus element and a negative import and must
occur in the presence of clausemate sentential negation in a parallel
fashion to wh-based NCls in Slavic.

Minimizers in Russian and Spanish provide a good illustration for this
assumption. First consider the data drawn from Russian.

(18) a. Onne proli-l ni slez-in-k-i.
he Neg drop-PAST NI tear-Singulative-Deminutive-Gen
‘He did not shed even (the tiniest unit of) tear’
b. Ni odin chelovek ne prishe-l.
NI one person Neg come-PAST
‘Not a single person came.’

Minimizers in this language comprise »i ‘not even’ and a numeral part
that shows up in the form of either singulative inflection, as in (18a), or
cardinal number, as in (18b), and they have to co-occur with clausemate
sentential negation, as predicted by (and therefore validating) the
assumption in question.

Minimizers in Spanish also illustrate the same point.

(18) a. No dijo (ni) una palabra.

Negsaid-3sg NI a  word
‘She/He didn’t say a word.’

b. Le tocaste (*ni) un pelo?
Dat-3sg touched-2sg NI a hair
‘Did you touch her/him at all?’

c. Sile toca (*ni) un pelo, avisame.
if Dat-3sg touch-3sg Nl a hair warn-2sg-Imp.me
‘If she/he touches him/her at all, let me know.” (Vallduvi 1994)
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In Spanish minimizers may occur with a particle »i, which Haspelmath
(1997) analyzes as a stemming from no+i ‘not even’. Important to the
present discussion is the fact that ni-minimizer cannot occur in the
absence of clausemate sentential negation, as shown by the examples in
(19b,¢). Since minimizers in Spanish clearly contain a numeral one in the
form of an indefinite article, ni-minimizers can be seen as essentially the
same thing as NPIs in Hindi plus a negative morpheme.

The fact that the syntactic distribution of minimizers in Russian and
Spanish is parallel to that of NCIs buttresses the assumption that the latter
contain the same ingredients, namely, a focus marker, a negative element
and a numeral one expressed by a wh-part. For more discussion on
indefinites, wh-phrases and their relations, see Shimoyama (2006) and
Nishigauchi (1990) and the references cited therein.

We are now ready to explain the contrast in (1), repeated in (21).

(21) a. *Nikto zvonil.
anyone called
‘(Lit.)Anyone called.’

b. Nikto ne zvonil.
anyone Neg called
‘Nobody called.’

Since nikto by assumption contains a negative element and a cardinality
predicate one, the proposition asserted by (21a) should be represented as
in (22).

(22) ~3Ix[one (x) A x called]

This would be a Logical Form for an English sentence ‘Nobody called,’
but in the case of (21a) this is not the end of the story because nikto
contains a focus marker. The focus-alternatives must be taken into
consideration. What will they be like? Assuming that focus is associated
with both the negative morpheme and a predicate one and that the
alternatives to negation affirmation,’ I suggest that the set of the

' Given that negation is a propositional operator, its alternative set will comprise
other propositional operators, which are most likely to contain an affirmation
operator. Modals are also good candidates for the members of the alternative set,
but the inclusion of an affirmation operator suffices for the present discussion.
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focus-induced alternatives to (22) will be (23).

(23) C = {"3x[one (x) A x called], "Ix[two (x) A x called], "Ix[three (x)
A x called]... "~3x[one (x) A x called], "~3Ix[two (x) A x called],
“~3x[three (x) A x called]...}

In this set, the focus-alternatives consist of not only affirmative
propositions but also negative propositions. Inclusion of the negative
propositions should be allowed because nothing in principle prevents a
focus-associated element from being replaced by itself. In the present case,
the focus-associated negative operator is replaced by a negative operator.
This yields the subset that consists of the alternatives where one is
replaced by other cardinality predicates while negation is apparently kept
intact as it is replaced by itself.

Since the set of focus-alternatives in (23) is messed up with the
affirmative and negative propositions, it will not produce any implicatures
in good shape. The existential implicature would go through only when
the asserted proposition is compared with the subset of (23), namely, the
negative alternatives, whereas the scalar implicature would never hold as
it is a universal statement. The incoherence of the implicatures renders the
structure unacceptable.’

Then, how does clausemate sentential negation save the structure? As
we just saw, the ungrammaticality of (21a) is due to the presence of a
negative element associated with focus within the NCI. Thus, the structure
can be rescued by deleting this focus-associated negative element from
the NCI. How is the deletion carried out? I would like to propose that
Agree takes place between the Neg-feature of an NCI and clausemate
sentential negation so that the former gets deleted, as illustrated in (24).

2 One of the reviewers raises a question why (i) is grammatical in English though
it seems identical to (21a) in relevant respects.

(i) Not even one (person) called.

I would like to suggest that (i) is grammatical because negation is outside the
scope of focus and thus is not associated with it. (21a) is comparable to (ii),
where negation shows up inside the scope of even.

(ii) *Even not one (person) came.
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(24) Neg ... NCI > Neg .. NCI

(Neg]  [Foc][Neg][one] [Neg]  [Foc][Neg][one]
Agree

Since the deletion of Neg-feature is mediated by via Agree, only
sentential negation can be a licensor for NClIs by the definition of Agree
(Chomsky 2000: 5). Other decreasing operators do not help since they do
not bear a Neg-feature. The clausemate condition follows from the
locality condition on Agree (e.g., Phase Impenetrability Condition of
Chomsky 2000).

Once the Neg-feature is deleted from an NCI, the resulting object
becomes equivalent to an NPI in Hindi, being made up from a focus
marker and a cardinality predicate one. Thus, the proposition asserted by
(21b) will be (25), where the negative operator is provided by sentential
negation, not by the Neg-feature of the NCI, which has been deleted.

(25) ~3x[one (x) A x called]

Since Agree does not affect the interpretation of the focus-associated
cardinality predicate one, the two implicatures in (26) obtain.

(26) a. For some cardinality predicate other than one, say Z, ~3x[Z(x) A
x called]

b. For every cardinality predicate other than one, say, U, if
~3Ix[U(x) A xcalled], then likelihood("~3x[U(x) A x called]) >
likelihood("~3x[one(x) A x called])

These implicatures are not contradictory, just like (14a, b) are not. The
grammaticality of (21b) is thus explained.

3 Alternatives

In the previous section, we reached the conclusion that it is due to the
presence of a negative element contained in NClIs that forces them to
occur in the presence of clausemate sentential negation. At first, this
conclusion may seem to be effectively the same as the one drawn by
Brown (1999). However, there is an important difference. She simply
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stipulates that the Neg-feature on NCls is uninterpretable and needs to be
checked off by clausemate sentential negation. This is no more than the
restatement of the distribution of NCIs in terms of feature
(un)interpretability. By contrast, the present analysis derives the necessity
of clausemate negation from the independently motivated semantics of
focus in tandem with the morphological decomposition of NClIs.

Another alternative that is worth considering is Watanabe’s (2004),
according to which NCIs in Slavic (as well as their counterparts in
Japanese) bear an interpretable Neg-feature and an uninterpretable focus
feature and the latter needs to be checked off by a clausemate sentential
negation while the former is copied onto the sentential negation, thereby
canceling the negative meaning of the sentential negation and rendering
the NCI the sole locus of negation, as illustrated in (27).

(27)Neg ... NCI - Neg .. NCI

[Neg]  [uFoc][Neg] [Neg][Neg] [#Fee][Neg]
| Agree f '

Putting aside for now the question on the (un)interpretability of a focus
feature, deleting a focus feature by clausemate sentential negation could
be another way of saving the structure such as (21a), reproduced below.

(28) a. *Nikto zvonil.
anyone called
‘(Lit.)Anyone called.’

b. Nikto ne zvonil.
anyone Neg called
‘Nobody called.’

Recall that the proposition asserted by (28a), shown in (29), is an
impeccable logical form and that what makes the structure unacceptable is
the presence of the focus-associated negative morpheme, which yields
infelicitous implicatures.

(29) ~Ix[one (x) A x called]

It should be noticed that the structure in (28a) could be redeemed by
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deleting the focus feature, instead of the Neg-feature, thereby preempting
the creation of the focus-alternatives to negation. Under this alternative,
even if the focus feature is interpretable (contra Watanabe), the necessity
of sentential negation could be accounted for by assuming that the focus
feature can only be deleted via Agree with sentential negation.

This revised version of Watanabe’s analysis could potentially be a vital
alternative to the present proposal. However, there remains an unresolved
question with either Watanabe’s original or the revised version. That is, it
is not clear why only clausemate sentential negation can delete an
(un)interpretable focus feature. Under the present approach, the necessity
of clausemate sentential negation straightforwardly follows from the
definition of Agree, which takes place only between non-distinct features
(Chomsky 2000: 5). Admittedly, this is merely a theory-internal argument.
It is thus desirable to provide empirical evidence for the present approach.

Note that the two proposals differ with respect to where negation is
expressed at LF. It is on the sentential negation under the present proposal
whereas it is on the NCI under Watanabe’s. There is a case where the two
proposals make a different prediction. In order to set up a basis on which
to examine the crucial case, let us start with Watanabe’s analysis of
elliptical answers with an NCI.

Watanabe (2004) defends his analysis by demonstrating that it can
account for how a question like (30a) can be answered by a fragment like
(30b), without violating the well known identity condition on ellipsis, an
issue arising from the fact that the antecedent lacks sentential negation
whereas the elided part is supposed to contain it. (The data is drawn from
Japanese, but the same is true of Slavic.)

(30) a. Nani-o tabe-ta-no?
what-Acc eat-Past-Q
‘What did you eat?’
b. Nani-mo tebe-nelat-ta
what-Foc eat-Neg-Past
‘Nothing.’

This issue does not arise under Watanabe’s analysis because after the
Neg-feature is copied onto clausemate sentential negation, it is logically
equivalent to affirmative, with its negative meaning canceled out, so that
the identity condition is satisfied.

In spite of its elegance, this analysis is falsified when it is tested with
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the interpretation of the elided material that takes as its antecedent the
structure containing an NCI and sentential negation that licenses it.
Consider (31).

(31) a. John-wa [kyoo-wa dekirecba dare-ni-mo ai-taku-nai
John-Top today-Top if.possible who-Dat-MO meet-want-Neg

to] itte-i-masu
Comp say-be-Pol

‘John says that if possible he does not want to meet anybody
today.’

b. [Tokuni dare-ni [jpei-teltt-Reim—tem———itto=ira} ka]
especially who-Dat meet-want-Neg Comp say-be Q

wakari-masu-ka
know-Pol-Q

‘(Lit) Do you know especially who (he says that he does not
want to meet)?’

Under Watanabe’s analysis, the negative import of the embedded sentence
in (31a) is expressed by the NCI, not by the sentential negation. (31b)
involves an ellipsis of IP that is sanctioned under the identity with the
preceding sentence. If Watanabe’s analysis were correct, the elided IP
would have to be interpreted as an affirmative open sentence because the
sentential negation in the IP of (31a) has been voided via Agree with the
NCI. More concretely, the interpretation of the antecedent material that
would obtain under Watanabe’s analysis would be (32).

(32) Ax. John says that he wants to meet x

The identity condition on ellipsis would then require that the elided
material be interpreted as an affirmative open sentence. However, this is
not the case, as indicated by the translation. The elided part is interpreted
as a negative open sentence. This shows that the locus of negation is
located within the IP, more specifically, on the sentential negation, as is
predicted by the present analysis. The failure to capture the correct
interpretation of cases like (31b) is fatal enough to abandon Watanabe’s
analysis.
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Then how should we treat an elliptical answer with an NCI? I submit
that Giannakidou’s (2006) analysis is on the right track. She suggests,
following Hamblin’s (1973) semantics of questions according to which
questions denote the set of their true answers, that an elliptical answer
with an NCI can be derived from its non-elided counterpart, which is
surely a member of the answer set. Thus, question (30a) denotes the set of
answers given in (33) under the postulated domain of quantification.

(33) Domain of quantification: {pizza, sushi}
Pizza-o tabe-ta, Sushi-o tabe-ta, Nani-mo tabe-nak-atta
Pizza-Acc eat-Past Sushi-Acc eat-Past  what-Foc eat-Neg-Past
‘I ate pizza.’ ‘I ate sushi.’ ‘I did not eat anything.’

The answer set contains a negative proposition ‘I didn’t eat anything’.
(30b) is derived from this answer by moving the NCI to the left periphery
of the sentence followed by deletion, as illustrated in (34). (pro is a null
subject expressing a first person singular pronoun).

(34) Nani-mo pro————tabe-nak-atie

what-Foc l eat-Neg-Past

To the extent that Giannakidou’s proposal is tenable, it is unnecessary to
suppose that the negative import of sentential negation must be canceled
to explain the availability of elliptical answer with an NCI.?

4 Implication
One of the implications that the proposed analysis has is that it is possible

to delete a Neg-feature even though it is semantically interpretable. This is
contrary to the standard view that only uninterpretable/unvalued features

3 One might think that Giannakidou’s analysis would mistakenly allow NPIs to
occur in fragments.

(i) a. Who did John meet?

b. *Anybody.

(i-b) can be ruled out for an independent reason. That is, in order for an NPI to
become a fragment, it must move out of the to-be-elided constituent so that it will
end up outside the c-command domain of sentential negation, in violation of the
licensing condition on NPIs.
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can be deleted/valued. In order for the present proposal to find a natural
place in the current Minimalist theory of syntax, this deviation has to be
properly handled.

Two points that might normalize the deviation have occurred to my
mind. First, Pesetsky and Torrego (2001) and their subsequent works
argue that all the features are inherently interpretable but they become
uninterpretable when they are misplaced in a position where they cannot
be suitably interpreted, their case being that the allegedly uninterpretable
Case feature is an instance of interpretable tense feature misplaced on D,
which is not the canonical position for the interpretation of tense. If this
conception of feature (un)interpretability is correct, then we can regard the
Neg-feature associated with focus within an NCI as an instance of an
inherently interpretable feature that happens to be uninterpretable due to
its position and hence needs to be deleted. Under this view, the deletion of
an interpretable Neg-feature ceases to be a problem.

Second, the deletion of Neg-feature seems to be necessary to treat NCIs
in Romance languages such as Spanish and Italian. Take a look at the
Spanish cases given (35).

(35) a. Nadie vino.
nobody came
‘Nobody came.’

b. No vino nadie.
Neg came nothing
‘Nobody came.’

(35a) shows that the NCI in Spanish bears the negative import of its own.
However, as (35b) demonstrates, the same item occurs in postverbal
position together with sentential negation without inducing double
negation. This phenomenon is called Negative Concord, and a number of
proposals have been made to handle it. One of the major analyses utilizes
an operation called Negative Absorption, by which multiple occurrences
of negation are rendered into one (See Haegeman and Zanuttini 1996).
Due to its non-compositionality and stipulative nature, it has often been
criticized (Giannakidou (2000). However, the Absorption approach makes
more sense in light of the present proposal that motivates the deletion of
Neg-feature. For reasons of space, I will leave the exact implementation
open, but it seems that deletion of Neg-feature is needed anyway in the
analysis of NClIs, both in Slavic and Romance.
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5 Conclusion

This paper has shown that the distribution of NCIs in Slavic can be
derived by morphological decomposition of their structure and semantic
consideration of each component. In doing so, it was demonstrated that
the difference between NCIs and NPIs is reducible to the presence of a
negative element in the former, which forces them to occur in the
presence of clausemate sentential negation. This attempt was made
feasible only through a cross-linguistic analysis of NCIs and NPIs.
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The Case of Allomorph Selection”
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1 Introduction

Allomorphy in Optimality Theory has been well-studied (Drachman et al.
1996, Kager 1996, McCarthy and Prince 1993, Mascaré 1996, Urbanczyk
1999, Yip 2004, among others). OT provides for an output-oriented
analysis in which allomorphs are selected by the properties of the output.

We present an analysis of the formation of Polish nicknames and
argue that Polish nickname formation can be understood as allomorph
selection (cf. Downing 2005, Ito and Mester 1997, Nelson 1998, among
others). We ask two main questions: First, how are nicknames formed in
Polish? And second, why are these formations allowed by the language
while others are not?

Two categories of nicknames will be examined: the first category is
formed by [us] and [$] suffixes (see (1)), and the second category is
formed by the diminutive suffixes [ek] and [k] (see (2)).

(1) [us)/[$] allomorphy

a. [us]

Base Nickname
Piotr Piotr+us
Tom(asz) Tom+us
Jac(ek) Jac+us

Rad(ostaw) Rad+us
Mir(ostaw) Mir+u$

* This project was supported by the USC Undergraduate Research Grant. We
would like to thank the participants of FASL 15 for comments.
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b. [§]

Base Nickname
Adam Ada+s
Michat Micha+s
Zygmund Zygmu+$§
Patryk Patry+$
Ludwik Ludwi+§

(2) [ek)/[k] allomorphy

a. [ek]

Base Nickname
Karol Karol+ek
Marcin Marcin+ek
Andrzej Andrzej+ek
Michat Michat+ek
Piotr Piotr+ek

b. [k]

Base Nickname

Agat+a Agattk+a
Dorot+ta  Dorottk+a
Kamil+a Kamil+k+a
Marzenta Marzentk+a
Ew+a Ew+k+a

We propose that Polish nickname formations can be understood as
allomorph selection using OT analysis. In the case of [us]/[$] allomorphs,
the allomorph is selected by the number of syllables, with the goal of
obtaining a disyllabic output. In the case of [ek]/[k] allomorphs, the
allomorph is selected by the syllable structure, with the goal of avoiding
complex codas in the output form.

This proposal has implications for our understanding of nickname
formation. It gives a uniform account of Polish nicknames in terms of the
prosodic well-formedness of the output, such as the number of syllables
and syllable structure.

This paper is organized as follows. Section 2 gives the proposal using
the example of [us]/[§] allomorphy. Section 3 extends the proposal to
diminutive allomorphy [ek]/[k]. Section 4 examines The Emergence of
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The Unmarked Effects (TETU) in nickname formation. Finally, Section §
is the conclusion.

2 Proposal

2.1 Research Program

There is a research program in Optimality Theory (Prince and Smolensky
1993) which accounts for allomorphy in terms of the well-formedness of
the output. Allomorph distribution has been shown to be determined by
phonological factors, such as stress (Anttila 1997, Drachman et. al 1995,
Kager 1996, Mester 1994), syllable structure (Bonet 2004, Hargus and
Tuttle 1997, Mascaré 1996, McCarthy and Prince 1993, Prince and
Smolensky 1993, Rubach and Booij 2001, Tranel 1996, 1998), and
phonotactics (Anttila 2002, Bermudez-Otero forthcoming, Klein 2002,
Oostendorp 1998, Yip 2004).

In this research program, allomorphs are present in the input, and
constraints on output well-formedness called markedness constraints
determine how allomorphs are distributed in the output form. We will
follow this research program in our analysis of Polish nicknames.

2.2 [us]/[s] Allomorphy

We begin with the analysis of [u$])/[$] allomorphy. The examples are
repeated in (3). In (3a) we give examples of nicknames that take the [us]
suffix and in (3b) we give examples of nicknames that take the [$] suffix.

(3) [us)/[$] allomorphy (cf. (1))

a. [us]

Base Nickname
Piotr Piotr+us
Tom(asz) Tom+us
Jac(ek) Jac+us
Rad(ostaw) Rad+us
Mir(ostaw) Mir+us
Bron(istaw) Bron+us
Hub(ert) Hub+us
Rob(ert) Rob+us
Dar(iusz) Dar+us
Klaud(iusz) Klaud+us
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b. [$]

Base Nickname
Adam Ada+§
Michat Micha+s
Zygmund Zygmu+§
Patryk Patry+$
Ignacy Igna+§
Cyryl Cyry+s
Ludwik Ludwi+s
Borys Bory+$
Antoni Anto+$
Gabryjel Gabry+$

The question is what determines the selection of [u$] over [§]."

The key proposal is that in the case of [us]/[$], the allomorph is
selected by the number of syllables. The goal is to obtain a disyllabic
output, or a binary foot (Bat-El 2005, Pifieros 2000). Thus, if the base is
one syllable long, the nickname will select the allomorph [u$] in order to
create a disyllabic output. This is shown schematically in (4).

(4) The nickname needs to be minimally disyllabic
Base Nickname
Piotr Pio.trtus  *Pio+s

The disyllabic nickname (Pio.tr+us) is chosen over the monosyllabic
alternative (*Pio+s).

To account for this observation, we propose that the default allomorph
is [$] (*[us$] >> *[$]). However, there are instances where choosing [$] will
not lead to a disyllabic nickname. In this case, [u$] is chosen. The
allomorph [us] satisfies the prosodic requirement of a disyllabic foot,
called FOOTBIN-MIN (Hewitt 1994).

(5) FOOTBIN-MIN
The foot needs to be minimally disyllabic (no fewer than two
syllables).

' The base in (3a) is not a free-standing word. The morphemes in brackets are not
part of the base. For the definition of a base, see Benua (1997).
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In terms of constraints, the markedness constraint FOOTBIN-MIN
compels the selection of the marked allomorph [u$] (FOOTBIN-MIN >>
*[us]). The constraint ranking is given in (6).

(6) The constraint ranking®
FOOTBIN-MIN >> *[u$] >> *[§]

In effect, the optimal allomorph is [$] (see (7)) but FOOTBIN-MIN compels
the selection of [us] (see (8)).

Tableau (7) shows a case where the unmarked allomorph [$] is
chosen.

(7) The optimal allomorph is [$]

/Adam+{$, us}/| FOOTBIN-MIN *[us] *[$]
a. A A.da+s i *
b. A.da.m+u$ *|

Candidate (a) wins because it chooses the unmarked allomorph.
Tableau (8) shows a case where the size restriction compels the
selection of the marked allomorph [us].

(8) Size restriction compels selection of [us]
/Piotr+{$, us}/ | FOOTBIN-MIN *[us] *[$]
a. Pio+§ * ' *
b. A Pio.tr+us i

Candidate (b) wins because it satisfies FOOTBIN-MIN.?

In summary, this section has proposed that the selection of [us] over
[$] is based on the prosodic well-formedness of the output. The relevant
constraint on prosodic well-formedness is FOOTBIN-MIN. This constraint
compels the marked allomorph [us] in case the base is monosyllabic.

2 Perhaps universally, phonologically shorter morphemes are less marked, see
Kager (1996).

3 Candidates (7a) and (8a) show deletion because ms and trs are not permissible
codas.
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3 Diminutive Allomorphy

This section extends the proposal to diminutive allomorphy [ek]/[k]. As
will be shown, diminutive allomorphy gives further support for the
analysis of Polish nicknames in terms of the prosodic well-formedness of
the output. We first describe the data in 3.1 followed by the analysis in
3.2.

3.1 The Data

Diminutives often form Polish nicknames, as shown below. The examples
in (9a) with the [ek] diminutive are from masculine names and the
examples in (9b) with the [k] diminutive are from feminine names. Both
sets of examples are given in nominative singular.

(9) [ek]/[k] allomorphy (cf. (2))

a. [ek]

Base Nickname
Karol Karol+ek
Marcin Marcin+ek
Andrzej Andrzej+ek
Michat Michat+ek
Piotr Piotr+ek
Kamil Kamil+ek
Cezar Cazar+ek
Kacper Kacper+ek
Mateusz Mateusz+ek
Dar(iusz) Dar+ek

b. [k]

Base Nickname
Agat+a Agattk+a
Dorot+a Dorot+k+a
Kamil+a Kamil+k+a
Marzen+a Marzent+k+a
Ew+a Ew+tk+a
Beat+a Beat+k+a
Anet+a Anet+k+a
Malgorzat+a Malgorzat+k+a
Magdalen+a Magdalen+k+a
Krystyn+a Krystyn+k+a
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The morphemes [ek] and [k] can appear in both feminine and masculine
names depending on case and plurality (Bethin 1992, Rubach 1984). In
Polish, [a] is the feminine morpheme. The question is what determines the
selection of [ek] over [k].*

In rule-based phonology (Rubach 1984), the distribution of [ek] vs.
[k] was accounted for by postulating underlying yer vowels and
determining their surface distibution by rule ordering. In the rule-based
account, underlying yers would undergo yer lowering resulting in a mid
front vowel (as in [ek]) or yer deletion (as in [k]). The two rules were
ordered with respect to one another such that yer lowering precedes yer
deletion. Informally, yer lowering lowers a yer to a mid vowel [e] when
followed by another yer vowel in a word. All other yers are later deleted.
This is represented schematically below.

(10) Rule-based account

/Karol+ik+¥/ /Agat+ik+a/
Karol+ek+i n/a Yer lowering
Karol+ek Agat+k+a Yer deletion

The masculine name Karolek surfaces with [ek] as a result of yer
lowering. No yer lowering takes place in the feminine form Agatka.

This paper provides an alternative explanation for the [ek]/[k]
alternation to the rule-based account using OT. The next section outlines
the proposal.

3.2 The Role of Prosodic Well-Formedness

The key proposal is that in the case of [ek]/[k] allomorphs, the allomorph
is selected by the syllable structure. The goal is to avoid complex codas in
the output form. Thus, if the name ends in a consonant the nickname will
select the diminutive suffix [ek] in order to avoid complex codas. This is
shown schematically in (11).

* There is also a diminutive allomorph [ik]. It occurs in prosodically identical
contexts to [ek]. Some examples with [ik] include: Alber[t] ~ Alber[¢]+ik,
Klemen([s] ~ Klemen([s]+ik, Rajmun(t] ~ Rajmun[dZ]+ik.
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(11) The nickname avoids complex codas
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