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Abstract. We use group cohomology to provide some general theory to classify all group extensions of a

G-module A in the case of an abelian group G. The main idea is to use a group presentation of G provide a

group presentation of the extension using specially chosen elements of A. It turns out that this “encoding”
of the extension into elements of A enjoys a number of good homological properties, which are of separate

interest. This machinery is then used to provide explicit group presentations for the various Kottwitz gerbs

[Kot14], in special cases.
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1. Introduction

Given a Galois extension of fields of L/K with Galois group G and an algebraic torus T, a Galois gerb E
of L/K bound by T is a group extension

0→ T(L)→ E → G→ 0.

Roughly speaking, the goal of the paper is to provide explicit descriptions of these Galois gerbs—and group
extensions in general—by giving E a group presentation.

More specifically, let L/K be a finite Galois extension of global fields with Galois group G. In [Kot14],
Kottwitz defined three global gerbs E1, E2, and E3. The overall goal of this paper is to be able to provide
a somewhat explicit description of the group law for E3 in the toy case of L = Q(ζq) and K = Q for q a
prime-power. Along the way, we will develop various tools which suggest that the methods can be feasibly
extended beyond this toy case.

To describe the approach, we quickly recall the definitions of E1, E2, and E3; more details are provided in
subsection 2.4. Let VF denote the set of places of a global field F . We begin with the following short exact
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sequences.

0→ Z[VL]0 → Z[VL]→ Z→ 0(X)

0→ L× → A×L → A×L/L
× → 0(A)

Selecting the global fundamental class α1(L/K) = uL/K ∈ Ĥ2(G,A×L/L×), we may construct the Galois
gerb

0→ HomZ(Z,A×L/L
×)→ E1 → G→ 0.

Similarly, by gluing together local fundamental classes, we may construct a class α2(L/K) ∈ Ĥ2(G,A×L )
defining the Galois gerb

0→ HomZ(Z[VL],A×L )→ E2 → G→ 0.

Constructing E3 is more difficult. Denote the set of morphisms of short exact sequences from (X) to (A) by
HomZ(X,A). It turns out that

(1.1)

H2(G,HomZ(X,A)) H2(G,HomZ(Z[VL],A×L ))

H2(G,HomZ(Z,A×L/L×)) H2(G,HomZ(Z[VL],A×L/L×))

is a pull-back square, so we can check that we can construct a unique element α(L/K) ∈ H2(G,Hom(X,A)) to
project down to α1(L/K) ∈ H2(G,HomZ(Z,A×L/L×)) and α2(L/K) ∈ H2(G,HomZ(Z[VL],A×L )). Projecting
α(L/K) to H2(G,HomZ(Z[VL]0, L

×)) yields α3(L/K) and hence the Galois gerb

0→ HomZ(Z[VL]0, L
×)→ E3 → G→ 0.

Most of this definition can be turned directly into a computation. For example, a 2-cocycle representing
α1(L/K) = uL/K is not too hard to construct, especially in our toy case of Q(ζq)/Q. Continuing, finding
a representative for α2(L/K) is simply a matter of constructing local fundamental classes and then gluing
them together appropriately. However, it is harder to make the pull-back square of (1.1). In short, this
requires choosing a representative for α2(L/K) in such a way to appropriately cohere with our choice of
representative for α1(L/K). This is by far the hardest part of this approach.

1.1. Overview. The layout of the paper is as follows. We review some background in section 2. To write
down the group law of a group extension of a group G by a G-module A requires being able to easily carry
around 2-cocycles in Z2(G,A). As such, section 3 is interested in studying how one can, in general, encode
cocycles. This section is rather pure homological algebra and is largely of separate interest.

The rest of the paper is interested in abelian groups G. In section 4, we describe a natural way to give
a group extension of G by a G-module A a group law and use this to provide a classification of group
extensions. In section 5, we recast this theory in the more abstract machinery of section 3.

Having established enough algebra, we turn to executing the above computation. In section 6, we use
the framework provided by section 4 to write down local fundamental classes of abelian extensions. Lastly,
section 7 finishes the computation by gluing the local fundamental classes together appropriately to represent
α2(Q(ζp)/Q) and so also α3(Q(ζp)/Q), in our toy case.

1.2. Acknowledgements. This research was conducted at the University of Michigan REU during the
summer of 2022. The author would especially like to thank his advisors Alexander Bertoloni Meli, Patrick
Daniels, and Peter Dillery for their eternal patience and guidance. Without their advice, this project would
have been impossible. The author would also like to thank Maxwell Ye for a number of helpful conversations
and consistent companionship. Without him, the author would have been left floating adrift and soulless.

2. Background

In this section, we familiarize ourselves with various tools used throughout the paper.

2.1. Homological Algebra.
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2.1.1. Definitions. Fix a group G, not necessarily finite. We take a moment to review properties of group co-
homology and group homology will be used throughout. There is a unique sequence of functorsHi(G,−) : ModG →
Ab for i ∈ N satisfying the following set of properties.

• H0(G,−) = HomZ[G](Z,−) = (−)G.

• Hi(G, I) = 0 for all i > 1 and injective modules I.
• There is a functor taking short exact sequences

0→ A→ B → C → 0

of G-modules to long exact sequences

0→ H0(G,A)→ H0(G,B)→ H0(G,C)→ H1(G,A)→ H1(G,B)→ H1(G,C)→ H2(G,A)→ · · · .

The functors Hi(G,−) are the cohomology functors. Analogously, there is a unique sequence of functors
Hi(G,−) : ModG → Ab for i ∈ N satisfying the following set of properties.

• H0(G,−) = Z⊗Z[G] −.
• Hi(G,P ) = 0 for all i > 1 and projective modules P .
• There is a functor taking short exact sequences

0→ A→ B → C → 0

of G-modules to long exact sequences

· · · → H2(G,C)→ H1(G,A)→ H1(G,B)→ H1(G,C)→ H0(G,A)→ H0(G,B)→ H0(G,C)→ 0.

When G is a finite group, it turns out that we can tie Hi and Hi together by defining Tate cohomology: for
a G-module A, define

Ĥi(G,A) :=


Hi(G,A) i ≥ 1,

AG/ imNG i = 0,

kerNG/IGA i = −1,

H−i−1(G,A) i ≤ −2,

where NG : A → A is the norm map, and IG is the kernel of the augmentation map ε : Z[G] → G sending
ε : g 7→ 1 for each g ∈ G. Then we have the following.

Theorem 1 ([AW10, Theorem 3]). Let G be a finite group. There is a functor taking short exact sequences

0→ A→ B → C → 0

of G-modules to (very) long exact sequences

· · · → Ĥ−1(G,A)→ Ĥ−1(G,B)→ Ĥ−1(G,C)→ Ĥ0(G,A)→ Ĥ0(G,B)→ Ĥ0(G,C)→ · · · .

Throughout the paper, we will essentially exclusively assume that G is finite and will thus use Tate
cohomology unless explicitly stated otherwise.

2.1.2. The Bar Resolution. To actually compute group cohomology, one can use the bar resolution. We
will not need the full bar resolution for Tate cohomology except in a few circumstances, so we will content
ourselves with describing H1(G,A) and H2(G,A) for a G-module A. Outside these, we will say explicitly
when we need to refer to the full standard complex from [AW10].

We have the following definitions.

Definition 2. Fix a group G and G-module A. Then a 1-cocycle is a function f : G → A satisfying the
relation

f(gg′) = f(g) + g · f(g′)

for each g, g′ ∈ G. The set of 1-cocycles is denoted Z1(G,A).

Example 3. Let G act on an abelian group A trivially. Then Z1(G,A) = HomZ(G,A).

Definition 4. Fix a group G and G-module A. Then a 1-coboundary is a function f : G → A such that
there exists a ∈ A such that

f(g) = (g − 1) · a
for each g ∈ G. The set of 1-coboundaries is denoted B1(G,A).
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One can check that B1(G,A) ⊆ Z1(G,A), and it is a fact that

H1(G,A) ∼= Z1(G,A)/B1(G,A).

There is a similar description for H2(G,A).

Definition 5. Fix a group G and G-module A. Then a 2-cocycle is a function f : G2 → A satisfying the
relation

g · f(g′, g′′) + f(g, g′g′′) = f(g, g′) + f(gg′, g′′)

for each g, g′, g′′ ∈ G. The set of 2-coboundaries is denoted Z2(G,A).

Example 6. If G is cyclic of order n generated by σ ∈ G, then any a ∈ AG can define the 2-cocycle

f(σi, σj) :=

⌊
i+ j

n

⌋
a

where 0 ≤ i, j < n.

Definition 7. Fix a group G and G-module A. Then a 2-coboundary is a function f : G2 → A such that
there exists b : G→ A with

f(g, g′) = g · b(g′)− b(gg′) + b(g′)

for each g, g′ ∈ G. The set of 2-cobounaries is denoted B2(G,A).

Again, one can check that B2(G,A) ⊆ Z2(G,A), and it is again a fact that

H2(G,A) ∼= Z2(G,A)/B2(G,A).

2.1.3. Induced Modules. Let G be a group and H ⊆ G a subgroup. The following is our definition.

Definition 8. Fix a group G with subgroup H ⊆ G. Then, given an H-module M , we can construct the
induced module IndGHM as the set of functions ϕ : G→M satisfying ϕ(hg) = hϕ(g) for each h ∈ H. Here,

the G-action on IndGHM is given by

(g · ϕ)(g′) := ϕ(g′g).

Remark 9. In the absence of an explicitly defined subgroup H ⊆ G, we will assume that H is the trivial
subgroup.

These modules enjoy a number of nice properties.

Lemma 10 ([Mil20, Remark II.1.3]). Fix a finite group G with subgroup H ⊆ G and H-module M . Then

IndGHM is (canonically) isomorphic to M ⊗Z[H] Z[G].

Sketch. Send a morphism ϕ ∈ IndGHM to∑
g∈G

ϕ(g)⊗ g−1 ∈M ⊗Z[H] Z[G].

Note that this sum is finite because G is finite. �

Remark 11. Here is yet another description: when G is finite, IndGHM is isomorphic to the set of functions
f : G/H →M with G-action given by

(g · f)(x) = g · f
(
g−1x

)
.

Here is the main result we will want out of induced modules.

Lemma 12 (Shapiro, [Mil20, Proposition 1.11]). Fix a group G with subgroup H ⊆ G and H-module M .
Then, for any i ∈ Z, there is a canonical isomorphism

Ĥi(G, IndGHM)→ Ĥi(H,M).

One can track this isomorphism explicitly from the left to right for i > 0 using the bar resolution. For
example, for i = 1, we take a 1-cocycle f : G→ IndGHM to the composite

H
f→ IndGHM

eH→ M,

where the last map is evaluating at the coset eH ∈ G/H.
5
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Corollary 13 ([Mil20, Corollary 1.12]). Fix a finite group G, and let 1 denote the trivial subgroup. Then
any abelian group M has

Ĥi(G,M ⊗Z Z[G]) ∼= Ĥi(G,HomZ(Z[G],M)) = 0.

Proof. Note M ⊗Z Z[G] ∼= HomZ(Z[G],M) = IndG1 M , so use Lemma 12. �

2.1.4. Change of Group. Let G be a finite group and A a G-module. Given a morphism f : A → B of
G-modules, we know that we induce a morphism

Ĥi(G, f) : Ĥi(G,A)→ Ĥi(G,B)

because Ĥi(G,−) is a functor. It will benefit us somewhat to be able to change the group here as well.
For most of the paper, we will only need two change-of-group morphisms. Observe that, given a subgroup

H ⊆ G, we can take a 1-cocycle f : G→ A and restrict it to f |H . Additionally, 1-coboundaries G restrict to
1-cobounaries of H, so we have induced a morphism

Res: H1(G,A)→ H1(H,A).

A similar story works for defining the map Res: H2(G,A) → H2(H,A), and in fact one can define for all
i ∈ Z a morphism

Res: Ĥi(G,A)→ Ĥi(H,A)

by extending the same approach.
Next, fix a normal subgroup H ⊆ G. Then given a G-module A, we see that AH is a G/H-module. Now,

we can take a 1-cocycle f : G/H → AH and then define the composite

G� G/H
f→ AH ↪→ A

to be a 1-cocycle in Z1(G,A). As before, this will induce a map

Inf : H1
(
G/H,AH

)
→ H1(G,A).

And we also get to extend this morphism to all indices i ∈ Z as

Inf : Ĥi
(
G/H,AH

)
→ Ĥi(G,A)

by extending this construction.

Remark 14. More generally, a group homomorphism ϕ : H → G can take a 1-cocycle f : G → A to the
1-cocycle

H
ϕ→ G

f→ A.

Thus, we define a morphism H1(G,A)→ H1(H,A). Again, this can be extended to all indices i ∈ Z.

2.1.5. Cup Products. Let G be a finite group. Given two G-modules A and B, we can make A ⊗Z B a G-
module by letting G acting diagonally. Now, by [AW10, Theorem 4] there is a unique family of cup-product
morphisms

∪ : Ĥi(G,A)⊗Z Ĥ
j(G,B)→ Ĥi+j(G,A⊗Z B)

for all G-modules A,B and i, j ∈ Z satisfying the following.

(1) The cup products ∪ are natural in A and B.
(2) The cup product

∪ : Ĥ0(G,A)⊗Z Ĥ
0(G,B)→ Ĥ0(G,A⊗Z B)

is induced by AG ⊗Z B
G → (A⊗Z B)G.

(3) Given an exact sequence
0→ A→ B → C → 0

of G-modules and a G-module M such that

0→ A⊗Z M → B ⊗Z M → C ⊗Z M → 0

is also exact, our cup product commutes with δ morphisms in that

(δc) ∪m = δ(c ∪m) ∈ Ĥi+j+1(G,A⊗Z M)

for c ∈ Ĥi(G,C) and m ∈ Ĥj(G,M).
6
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(4) Given an exact sequence
0→ A→ B → C → 0

of G-modules and a G-module M such that

0→M ⊗Z A→M ⊗Z B →M ⊗Z C → 0

is also exact, our cup product commutes with δ morphisms in that

m ∪ (δc) = (−1)iδ(m ∪ c) ∈ Ĥi+j+1(G,M ⊗Z A)

for m ∈ Ĥi(G,M) and c ∈ Ĥj(G,C).

There are explicit formulae for these cup products in terms of the standard resolution in [AW10, p. 107],
which we will occasionally reference.

Here are a few properties of cup products which we will use without citation.

Proposition 15 ([AW10, Proposition 9]). Let G be a finite group and A, B, and C all G-modules. Then,

for a ∈ Ĥi(G,A) and b ∈ Ĥj(G,B) and c ∈ Ĥk(G,C), the following are true.

• (a ∪ b) ∪ c = a ∪ (b ∪ c), where we have identified (A⊗Z B)⊗Z C with A⊗Z (B ⊗Z C).
• a ∪ b = (−1)ij(b ∪ a), where we have identified A⊗Z B with B ⊗Z A.
• For a subgroup H ⊆ G, we have Res(a ∪ b) = (Res a) ∪ (Res b).

Remark 16. Oftentimes we might have some canonical map ϕ : A ⊗Z B → C of G-modules, in which case
we might directly refer to the cup product map as the composite

Ĥi(G,A)⊗Z Ĥ
j(G,B)→ Ĥi+j(G,A⊗Z B)

ϕ→ Ĥi+j(G,C)

induced by ϕ.

2.1.6. Periodic Cohomology. Some results from section 3 will mirror the theory of periodic cohomology, so
we take a moment to state the main theorem here. We have the following definition.

Definition 17. A finite group G has periodic cohomology if and only if there is a d ∈
ZZ+ and natural isomorphism

Ĥi(G,−)⇒ Ĥi+d(G,−)

for each i ∈ Z.

Then one can show the following.

Theorem 18 ([Bro82, Theorems VI.9.1, VI.9.5]). Let G be a finite group. Then the following are equivalent.

(a) G has periodic cohomology.

(b) There is a nonzero i ∈ Z such that Ĥi(G,Z) ∼= Z/#GZ.

(c) There is a nonzero i ∈ Z and x ∈ Ĥi(G,Z) and x∨ ∈ Ĥ−i(G,Z) with

x ∪ x∨ = x∨ ∪ x = [1] ∈ Ĥ0(G,Z).

Here, the cup products are induced by the isomorphism Z⊗Z Z ∼= Z.

(d) For some nonzero i, d ∈ Z and x ∈ Ĥi(G,Z), we have a natural isomorphism

(x ∪ −) : Ĥi(G,−)⇒ Ĥi+d(G,−).

(e) All Sylow p-subgroups of G are cyclic.

Example 19. If G is cyclic of order n generated by σ, then one can show that G has 2-periodic cohomology:
note

(χ ∪ −) : Ĥi(G,−)⇒ Ĥi+2(G,−)

defines a natural isomorphism, where χ ∈ Ĥ2(G,Z) is represented by the 2-cocycle(
σi, σj

)
7→
⌊
i+ j

n

⌋
,

where 0 ≤ i, j < n.

We will not prove Theorem 18, but it is useful to note that these periodic cohomology theories all come
from cup products and that they can be witnessed by an “invertible” element in the cohomology ring

Ĥ•(G,Z). These themes will reoccur.
7
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2.2. Group Extensions. We continue with G as a group and A as a G-module. We have the following
definition.

Definition 20. Let G be a group and A a G-module. A group extension E of G by A is a short exact sequence

0→ A
ι→ E π→ G→ 0

such that any a ∈ A and w ∈ E have

π(w) · ι(a) = ι
(
waw−1

)
.

For example, Galois gerbs are group extensions.
An isomorphism of group extensions E1 → E2 is a morphism of the corresponding short exact sequences,

as follows.

0 A E1 G 0

0 A E2 G 0

By the Five lemma, all such morphisms must be isomorphisms of short exact sequences, which justify why
these are isomorphisms of group extensions.

We have the following classification result.

Theorem 21 ([Bro82, Theorem IV.3.12]). Let G be a group and A a G-module. Then isomorphism classes
of group extensions E of G by A are in natural bijection with cohomology classes in H2(G,A).

Sketch. We will describe the maps from 2-cocycles to group extensions and vice versa; that the maps are
well-defined and provided the needed isomorphism are a matter of computation. In one direction, fix a group
extension

0→ A
ι→ E π→ G→ 0.

Now, choose a set-theoretic section s : G→ E of π, and it turns out that the function c : G2 → A given by

c(g, h) := s(g)s(h)s(gh)−1

defines a 2-cocycle c ∈ Z2(G,A).
In the other direction, fix a 2-cocycle c ∈ Z2(G,A). Then we build the extension

0→ A
ι→ Ec

π→ G→ 0

as follows. As a set, Ec = A×G, with group law defined by

(a, g)(a′, g′) :=
(
a+ g · a′ + c(g, g′), gg′

)
.

The identity is (−c(1, 1), 1). And lastly, we define π : Ec → G by projection and ι : A → Ec by a 7→
(a− c(1, 1), 1). �

The isomorphism of Theorem 21 also behaves well with the functoriality of our cohomology groups. For
example, a group homomorphism ϕ : G → H and G-module A induces a map ϕ̃ : H2(H,A) → H2(G,A)
(see Remark 14). On the side of group extensions, given a class u ∈ H2(H,A) corresponding to the group
extension E , we can construct E ′ corresponding to ϕ̃(u) by pulling back as follows.

0 A E H 0

0 A E ′ G 0

ϕ

y

Similarly, a G-module homomorphism f : A → B induces a map f̃ : H2(G,A) → H2(G,B). On the side of
group extensions, given a class u ∈ H2(G,A) corresponding to the group extension E , we can construct E ′
corresponding to f̃(u) by pushing out as follows.

0 A E G 0

0 B E ′ G 0

f

y

8
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2.3. Class Field Theory. For our purposes, class field theory will be used to be able to describe certain
cohomology groups associated to local and global fields. So as not to confuse Hilbert’s Theorem 90 with the
(harder) results of class field theory, we will state it now.

Theorem 22 (Hilbert’s Theorem 90). Let L/K be a Galois extension of fields with Galois group G. Then
H1(G,L×) = 0.

Note that we do not assume our fields are local or global.

2.3.1. Local Class Field Theory. We begin with the local story. Let L/K be a finite Galois extension of
degree n and Galois group G. Because we are interested in extensions, we begin with what H2 (G,L×) looks
like.

Theorem 23 ([Mil20, Lemma III.2.2]). Let L/K be a Galois extension of local fields of degree n and Galois
group G. Then there is a canonical isomorphism

inv : H2
(
G,L×

)
→ 1

nZ/Z.

The element of H2(G,L×) corresponding to 1
n deserves a name.

Definition 24. Let L/K be a Galois extension of local fields of degree n and Galois group G. Then the local
fundamental class uL/K is the class in H2 (G,L×) with

inv uL/K = 1/n.

The local fundamental class satisfies a number of good functoriality properties.

Proposition 25 ([Mil20, Lemma III.2.7]). Let M/L/K be a tower of finite local field extensions where M/K
is Galois. Then

ResuM/K = uM/L.

If L/K is also Galois, then

Inf uL/K = [M : L]uM/K .

With the machinery in place, we might as well mention the local Artin reciprocity map.

Theorem 26 ([Mil20, Theorem III.3.1]). Let L/K be a finite Galois extension of local fields with Galois
group G. Then the map

(uL/K ∪ −) : Ĥi(G,Z)→ Ĥi+2
(
G,L×

)
is an isomorphism for all i ∈ Z.

Remark 27. More generally, if T is an algebraic K-torus which splits over L, then the map

(uL/K ∪ −) : Ĥi(G,X∗(T ))→ Ĥi+2
(
G,L×

)
is an isomorphism for all i ∈ Z; see [PR94, Theorem 6.2].

2.3.2. Global Class Field Theory. We now turn to the global story. Given a global field K, we let VK denote
its set of places.

Let L/K be a finite Galois extension of global fields of degree n and Galois group G := Gal(L/K). To be
able to make class field theory, we need to fix the correct objects.

Definition 28. Given a global field K, we define the ring of adelés to be the restricted direct product

AK :=
∏
v∈VK

(Kv,Ov).

Namely, we are considering infinite tuples (av)v∈VK , where av ∈ Kv for each v ∈ VK but av ∈ Ov for all but
finitely many v ∈ VK .

Observe that there is a natural embedding K ↪→ AK by

a 7→ (a)v∈VK .

This embedding descends to an embedding K× ↪→ A×K/K×, which lets us consider the quotient A×K/K×.

It turns out that A×K and A×K/K× are the right objects to study. For example, we have the following
result.

9
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Theorem 29 ([Mil20, Proposition 2.5]). Let L/K be a finite Galois extension of global fields with Galois
group G. Then the various restrictions define an isomorphism

Ĥi(G,A×L ) '
⊕
u∈VK

Ĥi(G,L×v(u)),

for i ≥ 0, where the v(u) ∈ VL is a chosen prime over each u ∈ VK .

We also have a global invariant map.

Theorem 30 ([Tat10, p. 194]). Let L/K be a finite Galois extension of global fields of degree n with Galois
group G. Then there is a canonical map

inv =
∑
v∈VL

invv : H2(G,A×L )→ Q/Z

induced by the local invariant maps and Theorem 29. This map induces a canonical isomorphism

inv : H2(G,A×L/L
×)→ 1

nZ/Z.
As before, the canonical generator we chose will be of special interest.

Definition 31. Let L/K be a Galois extension of global fields of degree n with Galois group G. Then the
global fundamental class uL/K is the class in H2

(
G,A×L/L×

)
with

inv uL/K = 1/n.

And, for fun, here is our global Artin reciprocity map.

Theorem 32 ([Tat10, p. 197]). Let L/K be a Galois extension of global fields with Galois group G. Then
the map

(uL/K ∪ −) : Ĥi(G,Z)→ Ĥi+2
(
G,A×L/L

×)
is an isomorphism for all i ∈ Z.

2.4. The Kottwitz Gerbs. We quickly recall the construction of the Kottwitz gerbs E1, E2, and E3. Given
a global field K, let VK denote the set of places of K. We follow [Kot14] and [Tat66].

Fix a finite Galois extension of global fields L/K with Galois group G := Gal(L/K). For later use, we
will also let Gv ⊆ G denote the decomposition group of a place v ∈ VL. Now, we build two short exact
sequences, as described in section 1. To begin, we note that the augmentation map Z[VK ] � Z induces the
short exact sequence

(X) 0→ Z[VL]0 → Z[VL]→ Z→ 0

where Z[VL]0 is the kernel of Z[VL] � Z. We also have the short exact sequence

(A) 0→ L× → A×L → A×L/L
× → 0

where the inclusion L× ↪→ A×L is the diagonal one.

2.4.1. Construction of E1 and E2. We now construct the Kottwitz gerbs one at a time. For E1, we let

α1(L/K) ∈ Ĥ2
(
G,HomZ(Z,A×L/L×)

)
denote the global fundamental class. Then we use the recipe from

Theorem 21 to construct the group extension

0→ A×L/L
× → E1(L/K)→ G→ 0.

This completes the construction of E1(L/K), so we see that constructing E1(L/K) is exactly as hard as
constructing the global fundamental class.

To construct E2, let D2 := HomZ(Z[VL],−) denote the algebraic torus with character group Z[VL]. Then

E2(L/K) is the Galois gerb associated to a particular class α2 ∈ Ĥ2 (G,D2(AL)). To construct this class, we
need the following lemma.

Lemma 33 ([Tat66, p. 714]). Let L/K be an extension of global fields with Galois group G, and let VL
and VK denote the set of places of L and K respectively. Given a place v ∈ VL, let Gv ⊆ G denote its
decomposition group. Then, for any i ∈ Z,

Ĥi(G,HomZ(Z[VL],M)) '
∏
u∈VK

Ĥi(Gv(u),M),

where the product is over places u ∈ VK with a chosen place v(u) ∈ VL above u.
10
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Proof. We give the proof for later use. This is essentially a matter of separating our places and then applying
Shapiro’s lemma. For each u ∈ VK , let Vu ⊆ VL denote the set of places in L above u. Then we see

Z[VL] '
⊕
u∈VK

Z[Vu]

as G-modules because the G-orbit of a place v ∈ VL lying over a place u ∈ VK is exactly Vu. Thus, we have
the isomorphisms

Ĥi(G,HomZ(Z[VL],M)) ' Ĥi

(
G,HomZ

( ⊕
u∈VL

Z[Vu],M

))

' Ĥi

(
G,

∏
u∈VK

HomZ(Z[Vu],M)

)
'
∏
u∈VK

Ĥi (G,HomZ(Z[Vu],M)) .

It remains to show that

Ĥi (G,HomZ(Z[Vu],M))
?' Ĥi(Gv(u),M).

Well, for each place u ∈ VK , find a place v(u) ∈ VL above it. As discussed above, Vu is a transitive G-set,
and the stabilizer of v(u) is Gv(u). Thus, Vu ' Gv(u)\G as G-sets (note the distinction between left and right
G-sets is somewhat irrelevant because gGv = Gvg for each g ∈ Gv), so Z[Vu] ' Z[Gv(u)\G] as G-modules.
Thus, we may write

Ĥi (G,HomZ(Z[Vu],M)) ' Ĥi
(
G,HomZ(Z[Gv(u)\G],M)

)
' Ĥi

(
G,MorSet(Gv(u)\G,M)

)
' Ĥi

(
G,CoIndGGv(u)(M)

)
,

where the last isomorphism is because MorSet(Gv(u)\G,M) ' CoIndGH(M) by taking f : Gv(u)\G → M to

the function g 7→ gf
(
Gvg

−1
)
. Now, this last cohomology group is isomorphic to Ĥi(Gv(u),M) by Lemma 12,

thus finishing. �

Remark 34. Tracking through the application of Shapiro’s lemma above, we can see that the isomorphism
behaves as

Ĥi(G,HomZ(Z[VL],M))
Res→ Ĥi(Gv,HomZ(Z[VL],M))

evalv→ Ĥi(Gv,M)

on components; here evalv is induced by the evaluation-at-v map HomZ(Z[VL],M)→M .

Thus, to specify α2 ∈ Ĥ2(G,D2(AL)), it is enough to specify a set of classes

α2(u) ∈ Ĥ2
(
Gv(u),A×L

)
for each u ∈ VK . To do so, we note that Gv(u) = Gal(Lv(u)/Ku), so we use the natural embedding

iv : Lv ↪→ A×L (for u ∈ VL) to set

α2(u) := iv(u)

(
α(Lv(u)/Ku)

)
,

where α(Lv(u)/Ku) ∈ Ĥ2
(
Gv(u), L

×
v(u)

)
is the local fundamental class. Now, from α2, we construct E2(L/K)

again from Theorem 21 as the extension

0→ D2(A×L )→ E2(L/K)→ G→ 0.

This completes the construction of E2.
11
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2.4.2. Constructing E3. Lastly, we construct E3. Roughly speaking, we note that the morphism of short
exact sequences from (X) and (A) can be specified by commuting morphisms Z[VL]→ A×L and Z→ A×L/L×,
inducing the last arrow as follows.

0 Z[VL]0 Z[VL] Z 0

0 L× A×L A×L/L× 0

Intuitively, this should let us specify a cohomology class α3 ∈ Ĥ2 (G,HomZ(Z[VL]0, L
×)) from melding

together α1 and α2.
To rigorize this, we let HomZ(X,A) denote the group of morphisms of short exact sequences from (X) to

(A); we let π1, π2, π3 denote the projections from HomZ(X,A) to HomZ(Z[VL]0, L
×), to HomZ(Z[VL],A×L ),

and to HomZ(Z,A×L/L×) respectively. Then the above argument tells us that

HomZ(X,A) HomZ(Z[VL]0,A×L )

HomZ(Z, L×) HomZ(Z[VL],A×L )

π2

π3

is a pull-back square. Then we can check via Lemma 33 that Ĥ1(G,HomZ(Z[VL],A×L )) = 0, which gives the
following result.

Lemma 35 ([Tat66, p. 716], [Kot14, Lemma 6.3]). Fix everything as above. Then

Ĥ2(G,HomZ(X,A)) Ĥ2(G,HomZ(Z[VL]0,A×L ))

Ĥ2(G,HomZ(Z, L×)) Ĥ2(G,HomZ(Z[VL],A×L ))

π2

π3

is a pull-back square.

To finish, we note that one can check that α2 and α1 have the same image in Ĥ2(G,HomZ(Z[VL],A×L ))

so that Lemma 35 promises us α ∈ Ĥ2(G,HomZ(X,A)) such that π2α = α2 and π1α = α1. These together

let us construct α3 := π3α ∈ Ĥ2(G,HomZ(Z[VL]0,A×L/L×)) and hence E3(L/K) from Theorem 21 as the
extension

0→ D3(L×)→ E3(L/K)→ G→ 0,

where D3 := HomZ(Z[VL]0,−).

Remark 36. It is true that certain morphisms f2 : Z[VL]→ A×L induce a morphism f3 : Z[VL]0 → L× making

0 Z[VL]0 Z[VL]

0 L× A×L

b′

a′

f3 f2

commute by solving a′f3 = f2b
′ (when possible). (Here, a′ and b′ are the obvious maps.) However, it is not

true that α2 uniquely determines α3 like this because the induced map

a′ : Ĥ2(G,HomZ(Z[VL]0, L
×))→ Ĥ2(G,HomZ(Z[VL]0,A×L ))

need not be injective in general, so knowing a′α3 = b′α2 does not specify α3 in general.

3. Generalized Periodic Cohomology

The goal of this section is to separate out what we can, a priori, expect from “encoding” modules from
what is a special property of the specific encoding module we study in the rest of the paper. As such, we
should begin by motivating encoding modules.
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Throughout this section, let G be a finite group. When G = 〈σ〉 is a cyclic group of order n, it is an

amazing feature that there is some χ ∈ Ĥ2(G,Z) granting isomorphisms

(3.1) (χ ∪ −) : Ĥ0(G,M)→ Ĥ2(G,M)

for any G-module M . In fact, it is not too hard to write down χ as being represented by the “carrying”
2-cocycle (

σi, σj
)
7→
⌊
i+ j

n

⌋
,

so (3.1) is telling us that we can represent each cohomology class of Ĥ2(G,M) by a 2-cocycle of the form(
σi, σj

)
7→
⌊
i+ j

n

⌋
α

for some α ∈ MG. This “classification” of 2-cocycles in Ĥ2(G,M) is incredibly useful and makes the
cohomology of cyclic groups very easy to work with computationally.

From one perspective, this classification of 2-cocycles for cyclic groups says that we can retrieve all 2-
cocycles by keeping track of the single element α ∈ MG = H0(G,M), modulo some equivalence relation
coming from Tate cohomology. The algebraic way to choose a single element of MG is by elements in

HomZ
(
Z,MG

)
= HomZ[G](Z,M).

As such, one can phrase (3.1) as providing a natural isomorphism

Ĥ0(G,HomZ(Z,−))⇒ Ĥ2(G,−).

Here, the choice of G-module Z in some sense “encodes” 2-cocycles from Ĥ2(G,M) into a single morphism
from Z to M , modulo some equivalence relations.

More generally, permit G to be non-cyclic, and suppose we have a G-module Z[G]m/I for some m ≥ 0
and G-submodule I with isomorphisms

Ĥ0 (G,HomZ(Z[G]m/I,M))→ Ĥ2(G,M),

for any G-module M . In this case, we see we are still encoding 2-cocycles into morphisms, where these
morphisms look like

Ĥ0 (G,HomZ(Z[G]m/I,M)) =
HomZ[G] (Z[G]m/I,M)

NG HomZ(Z[G]m/I,M)
.

To see the encoding here, view the numerator as choosing out an m-tuple of elements of M in the same way
that we would choose morphisms HomZ[G] (Z[G]m,M), but we can’t just choose any m elements because
they must saitsfy some relations dictated by I. Then the denominator provides an equivalence relation of
the m-tuples which determines if two tuples live in the same “class.”

The above discussion is intended to motivate the following definition.

Definition 37. Let G be a finite group and r ∈ Z be an index. Then a G-module X is an r-encoding
G-module if and only if there is a natural isomorphism

Φ• : Ĥi(G,HomZ(X,−))⇒ Ĥi+r(G,−)

for some i ∈ Z.

We will abbreviate the G from “r-encoding G-module” whenever confusion is unlikely to arise.
It will turn out that the index i ∈ Z is more or less irrelevant. Indeed, we will be able to show the following

equivalences.

Theorem 38. Let G be a finite group. Given a G-module X and index r ∈ Z, the following are equivalent.

(a) X is an r-encoding module.
(b) If r ≥ 0, then X is cohomologically equivalent to I⊗rG ; if r < 0, then X is cohomologically equivalent

to HomZ(I⊗rG ,Z).

(c) There is x ∈ Ĥr(G,X) granting a natural isomorphism

(x ∪ −) : Ĥi(G,HomZ(X,−))⇒ Ĥi+r(G,−)

for any i ∈ Z.
13



ABELIAN EXTENSIONS

(d) There are x ∈ Ĥr(G,X) and x∨ ∈ Ĥ−r(G,HomZ(X,Z)) such that

x ∪ x∨ = [1] ∈ Ĥ0(G,Z) and x∨ ∪ x = [idX ] ∈ Ĥ0(G,HomZ(X,X)).

If X is also Z-free, these are equivalent to

(e) Ĥr(G,X) ∼= Z/#GZ and Ĥ0(G,HomZ(X,X)) is cyclic.

Proof. The equivalence of (a) and (b) follow from combining Proposition 71 with Example 72 and Exam-
ple 105. The equivalence of (c) follows from Corollary 75. Continuing, the equivalence of (d) follows from
Proposition 84. Lastly, the equivalence of (e) follows from Proposition 96. �

When we may take X = Z (e.g., when G is cyclic), we are essentially studying groups with periodic
cohomology, so many results and arguments in this section will mimic those of Theorem 18. However,
periodic cohomology requires somewhat stringent conditions on the group itself, and allowing this “free
parameter” X will permit general groups at the cost of a perhaps more complex X. For example, when
r ≥ 0, we can take X = I⊗rG for any finite group G (as seen from Theorem 38), though this G-module is
quite rough to handle.

In general, it can be an interesting question what specified abelian groups X can be turned into encoding
modules or dually what the encoding modules for a given group G look like. Many of the results in this
section are motivated by a desire to provide partial answers or intuition towards answers to these questions.

3.1. Shiftable Functors. The main point of this subsection is to set up some theory around what we call
shiftable functors, whose main application will be in the proofs of Corollary 50 and Corollary 51.

Definition 39. Let G be a finite group. Then a functor F : ModG → ModG is a shiftable functor if and
only if F is both additive and sends induced modules to induced modules.

The main point to shiftable functors F is that the dimension-shifting short exact sequences

0→ IG ⊗Z A→ Z[G]⊗Z A → A → 0
0→ A → HomZ(Z[G], A)→ HomZ(IG, A)→ 0

will remain exact upon applying F (because F is additive, and these short exact sequences are Z-split), and
the middle term will remain induced.

Here are our key examples of shiftable functors.

Lemma 40. Let G be a finite group and X a G-module. Then HomZ(−, X) is a (contravariant) shiftable
functor.

Proof. We already know that HomZ(−, X) is additive, so the main check is that we send induced modules
to induced modules. Well, without loss of generality, let M := Z[G]⊗Z A be our induced module. Then the
tensor–hom adjunction gives

HomZ(M,X) = HomZ(Z[G]⊗Z A,X) ' HomZ(Z[G],HomZ(A,X)),

so we are done because the rightmost G-module is induced. �

Lemma 41. Let G be a finite group and X a G-module. Then HomZ(X,−) is a shiftable functor.

Proof. It is known that HomZ(X,−) is an additive functor, so we just need to check that it sends induced
modules to induced modules. Well, pick up some induced module M := HomZ(Z[G], A) for some G-module
A. Then we see

HomZ(X,M) = HomZ(X,HomZ(Z[G], A)) ' HomZ(X ⊗Z Z[G], A),

which is induced by noting X ⊗Z Z[G] is induced and using Lemma 40. �

Lemma 42. Let G be a finite group and X a G-module. Then X ⊗Z − is a shiftable functor.

Proof. Again, X⊗Z− is additive, so we just need to check that it sends induced modules to induced modules.
Well, suppose M := Z[G]⊗Z A is an induced module. Then we note the isomorphisms

X ⊗Z M = X ⊗Z Z[G]⊗Z A ' Z[G]⊗Z (X ⊗Z A)

are all also isomorphisms of G-modules. Because Z[G]⊗Z (X ⊗Z A) is induced, we are done. �

Of course, we can create some crazier examples of shiftable functors by melding them together.
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Lemma 43. Let G be a finite group. If F and F ′ are shiftable functors, then F ◦ F ′ is a shiftable functor.

Proof. This follows directly from the definition. �

Example 44. The functor
A 7→ HomZ

(
A⊗Z HomZ(IG, IG ⊗Z A), IG

)
is a shiftable functor.

3.2. Shifting by Cup Products. A key property of shiftable functors is how we will be able to relate them
to each other via cup products. With this in mind, we have the following definition.

Definition 45. Let G be a finite group. Then we define a shifting pair (F, F ′, X, η) to be a pair of shiftable
functors F and F ′ equipped with a natural transformation

η• : X ⊗Z F ⇒ F ′.

The following will be our key example.

Example 46. Given G-modules X and X ′, there is a canonical composition map

η• : HomZ(X ′, X) ⊗Z HomZ(X,−)⇒ HomZ(X ′,−)
ϕ ⊗ f 7→ f ◦ ϕ

so (HomZ(X,−),HomZ(X ′,−),HomZ(X ′, X), η•) is a shifting pair.

In particular, cup products assemble into natural transformations.

Lemma 47. Let G be a finite group, and let (F, F ′, X, η) be a shifting pair. Then, given indices r, s ∈ Z and

c ∈ Ĥr(G,X), the cup-product maps

(c ∪ −) : Ĥs(G,F−)⇒ Ĥr+s(G,F ′−),

induced by η, make a natural transformation of cohomology functors.

Proof. Given a G-module A, we note that our cup-product map is defined by

Ĥs(G,FA)
c∪−→ Ĥr+s(G,X ⊗Z FA)

ηA→ Ĥr+s(G,F ′A).

So, to check naturality, we pick up a G-module homomorphism ϕ : A→ B and draw the following diagram.

Ĥs(G,FA) Ĥr+s(G,X ⊗Z FA) Ĥr+s(G,F ′A)

Ĥs(G,FB) Ĥr+s(G,X ⊗Z FB) Ĥr+s(G,F ′B)

c∪− ηA

ηB

f ff

c∪−

The left square commutes by functoriality of cup products [Neu13, Proposition I.5.3], and the right square

commutes by the naturality of η and functoriality of Ĥr+s(G,−). �

It will turn out occasionally that we have multiple evaluation maps flying around, so we pick up the
following lemma for reassurance.

Lemma 48. Let G be a finite group, and let A, B, C be G-modules equipped with maps

ϕAB : A⊗Z B → X

ϕXC : X ⊗Z C → Z

ϕBC : B ⊗Z C → Y

ϕAY : A⊗Z Y → Z

making the diagram

A⊗Z B ⊗Z C X ⊗Z C

A⊗Z Y Z

ϕBC

ϕAY

ϕAB

ϕXC

commute. Then, for any a ∈ Ĥr(G,A) and b ∈ Ĥs(G,B) and c ∈ Ĥt(G,C), we have

(a ∪ b) ∪ c = a ∪ (b ∪ c) ∈ Ĥr+s+t(G,Z).
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Proof. The point is to track b ∈ Ĥs(G,B) through the following very large commutative diagram.

Ĥs(G,B) Ĥr+s(G,A⊗Z B) Ĥr+s(G,X)

Ĥs+t(G,B ⊗Z C) Ĥr+s+t(G,A⊗Z B ⊗Z C) Ĥr+s+t(G,X ⊗Z C)

Ĥs+t(G, Y ) Ĥr+s+t(G,A⊗Z Y ) Ĥr+s+t(G,Z)

ϕBC

ϕAY

ϕAB

ϕXC

a∪− ϕAB

c∪− c∪−c∪−

a∪−

ϕBC

a∪−

(1) (2)

(3) (4)

Namely, (a ∪ b) ∪ c corresponds to following the top and then right legs of the diagram, and a ∪ (b ∪ c)
corresponds to following the left and then bottom legs of the diagram.

Thus, it suffices to show that the entire diagram square commutes. Well, (1) commutes by associativity
of the cup product, (2) and (3) commute by naturality of the cup product, and (4) commutes by the

hypothesized square and functoriality of Ĥr+s+t(G,−). �

Let’s start with a key result on shiftable functors, which gives a taste for why our hypotheses are so
specially chosen.

Proposition 49. Let G be a finite group, and let (F, F ′, X, η) be a shifting pair. If we have indices r, s ∈ Z
and c ∈ Hr(G,X) such that the cup-product map

(c ∪ −) : Ĥs(G,F−)⇒ Ĥr+s(G,F ′−)

is a natural isomorphism, then the cup-product map

(c ∪ −) : Ĥj(G,F−)⇒ Ĥr+j(G,F ′−)

is a natural isomorphism for all indices j ∈ Z.

Proof. This proof is by dimension-shifting on j. Note that it suffices by Lemma 47 to only worry about the
component morphisms being isomorphisms.

To shift downwards, we suppose that the cup-product map is always an isomorphism for j, and we show
that it is always an isomorphism j − 1. Namely, fix a G-module A, and we are interested in showing that
the cup-product map

(c ∪ −) : Ĥj−1(G,FA)→ Ĥr+j−1(G,F ′A)

is an isomorphism. To do so, we note the short exact sequence

(3.2) 0→ IG → Z[G]→ Z→ 0

which splits over Z and thus gives us the short exact sequences

0 F (IG ⊗Z A) F (Z[G]⊗Z A) FA 0

0 X ⊗Z F (IG ⊗Z A) X ⊗Z F (Z[G]⊗Z A) X ⊗Z FA 0

0 F ′(IG ⊗Z A) F ′(Z[G]⊗Z A) F ′A 0

ηIG ηZ[G] ηA

where the bottom two rows commute by naturality of η and thus give a morphism of short exact sequences.
These short exact sequences give us boundary morphisms

δ : Ĥr+j−1(G,F ′A) → Ĥr+j(G,F ′(IG ⊗Z A))

δh : Ĥj−1(G,FA) → Ĥj(G,F (IG ⊗Z A))

δt : Ĥ
r+j−1(G,X ⊗Z FA)→ Ĥr+j(G,X ⊗Z F (IG ⊗Z A)).

Notably, all these δ morphisms are isomorphisms because their short exact sequences have induced middle
terms: all of F and X ⊗Z F and F ′ are shiftable functors.
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Now, the key to this dimension-shifting is claiming that the diagram

Ĥj−1(G,FA) Ĥr+j−1(G,F ′A)

Ĥj(G,F (IG ⊗Z A)) Ĥr+j(G,F ′(IG ⊗Z A))

c∪−

c∪−

δh (−1)rδ

commutes. Indeed, this will be enough because the bottom row is an isomorphism by the inductive hypoth-
esis, and the left and morphisms are isomorphisms as discussed above, which makes the top row into an
isomorphism. Well, to see that the diagram commutes, we expand the diagram as follows.

Ĥj−1(G,FA) Ĥr+j−1(G,X ⊗Z FA) Ĥr+j−1(G,F ′A)

Ĥj(G,F (IG ⊗Z A)) Ĥr+j(G,X ⊗Z F (IG ⊗Z A)) Ĥr+j(G,F ′(IG ⊗Z A))

c∪−

c∪−

δh (−1)rδt

ηA

ηIG

(−1)rδ

The left square commutes because cup products commute with boundary morphisms; the right square
commutes by functoriality of boundary morphisms.

Shifting upwards is similar. Suppose that the cup-product in question is always an isomorphism for j,
and we show that it is always an isomorphism for j + 1. Namely, fix a G-module A, and we are interested
in showing that the cup-product map

(c ∪ −) : Ĥj+1(G,FA)→ Ĥr+j+1(G,F ′A)

is an isomorphism. As before, we use (3.2) to induce the short exact sequences

0 FA F (HomZ(Z[G], A)) F (HomZ(IG, A)) 0

0 X ⊗Z FA X ⊗Z F (HomZ(Z[G], A)) X ⊗Z F (HomZ(IG, A)) 0

0 F ′A F ′(HomZ(Z[G], A)) F ′(HomZ(IG, A)) 0

ηA ηZ[G] ηIG

where again the bottom rows commute by definition of η. As before, we have the boundary morphisms

δ : Ĥr+j(G,F ′(HomZ(IG, A))) → Ĥr+j+1(G,F ′A)

δh : Ĥj(G,F (HomZ(IG, A))) → Ĥj+1(G,FA)

δt : Ĥ
r+j(G,X ⊗Z F (HomZ(IG, A)))→ Ĥr+j+1(G,X ⊗Z FA).

We again note that all of these are isomorphisms because the middle terms of our short exact sequences are
induced: all of F and X ⊗Z F and F ′ are shiftable functors.

Once more, the key to the dimension-shifting will be the claim that the diagram

Ĥj(G,F (HomZ(IG, A))) Ĥr+j(G,F ′(HomZ(IG, A)))

Ĥj+1(G,FA) Ĥr+j+1(G,F ′A)

δh (−1)rδ

c∪−

c∪−

commutes. This will be enough because the top arrow is an isomorphism by the inductive hypothesis,
and the left and right arrows are isomorphisms as discussed above, thus making the bottom arrow also an
isomorphism. Now, to see that the diagram commutes, we expand out our cup products as follows.

Ĥj(G,F (HomZ(IG, A))) Ĥr+j(G,X ⊗Z F (HomZ(IG, A))) Ĥr+j(G,F ′(HomZ(IG, A)))

Ĥj+1(G,FA) Ĥr+j+1(G,X ⊗Z FA) Ĥr+j+1(G,F ′A)

δh (−1)rδt

c∪−

c∪−

ηIG

ηA

(−1)rδ

The left square commutes because cup products commute with boundary morphisms, and the right square
commutes by functoriality of boundary morphisms. This finishes. �
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Here are some applications.

Corollary 50. Let G be a finite group. There exists c ∈ Ĥ1(G, IG) such that, for any G-module X,

(c ∪ −) : Ĥi(G,HomZ(X,−))⇒ Ĥi+1(G,HomZ(X, IG ⊗Z −))

is a natural isomorphism for any i ∈ Z.

Proof. Here, we are using the shifting pair (HomZ(X,−),HomZ(X, IG ⊗Z −), IG, η), where

ηA : IG ⊗Z HomZ(X,A)→ HomZ(X, IG ⊗Z A)

is the canonical map sending z ⊗ f to x 7→ z ⊗ f(x).

Now, in light of Proposition 49, we merely have to find c ∈ Ĥ1(G, IG) and show that we have a natural
isomorphism at i = 0. Because we already have a natural transformation by Lemma 47, we are only worried
about making the component morphisms

Ĥ0(G,HomZ(X,A))→ Ĥ1(G,HomZ(X, IG ⊗Z A))

isomorphisms for all G-modules A. Well, we note that we have the Z-split short exact sequence

0→ HomZ(X, IG ⊗Z A)→ HomZ(X,Z[G]⊗Z A)→ HomZ(X,A)→ 0

which will induce a δ morphism between the correct modules. In fact, because HomZ(X,−) is a shiftable
functor, the middle term here is induced, so the δ morphism

δ : Ĥ0(G,HomZ(X,A))→ Ĥ1(G,HomZ(X, IG ⊗Z A))

is an isomorphism.
To finish, we claim that this δ morphism arises as a cup product. We simply show this by hand by tracking

through the δ morphism. Given [f ] ∈ Ĥ0(G,HomZ(X,A)) where f : X → A is a G-module homomorphism,

we can pull this back to the 0-cochain f̃ : X → Z[G]⊗Z A defined by

f̃ : x 7→ 1⊗ f(x).

Applying the differential, we get the 1-cocycle df̃ ∈ B1(G,HomZ(X,Z[G]⊗Z A)) defined by

(df̃)(g)(x) = (gf̃)(x)− f̃(x)

= g · f̃
(
g−1x

)
− f̃(x)

= g
(
1⊗ f(g−1x)

)
− (1⊗ f(x))

= (g − 1)⊗ f(x),

which we know must be a 1-cocycle representing δ([f ]) ∈ H1(G,HomZ(X, IG ⊗Z A)).

Thus, we see that we should set c ∈ Ĥ1(G, IG) to be represented by g 7→ (g − 1). This will work as long

as g 7→ (g− 1) is actually 1-cocycle in Ĥ1(G, IG). Well, take X = A = Z and f = idZ in the above argument
so that δ(f) is exactly g 7→ (x 7→ (g − 1)⊗ x), which is g 7→ (g − 1) after applying HomZ(Z, IG) ' IG. �

Corollary 51. Let G be a finite group. There exists c ∈ Ĥ1(G, IG) such that, for any G-module X,

(c ∪ −) : Ĥi(G,HomZ(X,HomZ(IG,−)))⇒ Ĥi+1(G,HomZ(X,−))

is a natural isomorphism for any i ∈ Z.

Proof. Similar to before, we are using the shifting pair (HomZ(X,HomZ(IG,−)),HomZ(X,−), IG, η), where

ηA : IG ⊗Z HomZ(X,HomZ(IG, A))⇒ HomZ(X,−)

is the canonical map sending z ⊗ f to x 7→ f(x)(z).

Using Proposition 49 and Lemma 47 again, it will suffice to find c ∈ Ĥ1(G, IG) such that we have
isomorphisms

(c ∪ −) : Ĥ0(G,HomZ(X,HomZ(IG, A)))→ Ĥ1(G,HomZ(X,A))

for all G-modules A. This time around we use the Z-split short exact sequence

0→ HomZ(X,A)→ HomZ(X,HomZ(Z[G], A))→ HomZ(X,HomZ(IG, A))→ 0
18
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which will induce a boundary morphism

δ : Ĥ0(G,HomZ(X,HomZ(IG, A)))→ Ĥ1(G,HomZ(X,A)).

In fact, δ is an isomorphism because our middle term HomZ(X,HomZ(Z[G], A)) is induced.

We now show that δ is a cup product by hand. Pick up some [f ] ∈ Ĥ0(G,HomZ(X,HomZ(IG, A))) where

f : X → HomZ(IG, A) is a G-module homomorphism. This pulls back to f̃ ∈ Ĥ0(G,HomZ(HomZ(Z[G], A)))
defined by

f̃ : x 7→
(
z 7→ f(x)(z − ε(z))

)
.

Applying the differential, we compute

(df̃)(g)(x)(z) = (gf̃ − f̃)(x)(z)

= (gf̃)(x)(z)− f̃(x)(z)

=
(
g · f̃

(
g−1x

))
(z)− f̃(x)(z)

= g · f̃
(
g−1x

) (
g−1z

)
− f̃(x)(z)

= g · f
(
g−1x

) (
g−1z − ε(z)

)
− f(x)(z − ε(z))

= g ·
(
g−1f (x)

) (
g−1z − ε(z)

)
− f(x)(z − ε(z))

= f(x) (z − gε(z))− f(x)(z − ε(z))
= ε(z)f(x) (1− g) .

Thus, this pulls back to the 1-cocycle g 7→ (x 7→ f(x)(1− g)) in Ĥ1(G,HomZ(X,A)).
In particular, we see that we should take c represented by g 7→ (1−g), which will work as soon as we know

that g 7→ (1− g) is a 1-cocycle. Well, this is the negation of the 1-cocycle g 7→ (g− 1) found in Corollary 50.
We close by remarking that we can actually take c represented by g 7→ (g − 1) because negating c does not
change the fact that the cup product gives an isomorphism. �

Remark 52. Essentially the same proofs for Corollary 50 and Corollary 51 will work when HomZ(X,−)
is replaced by X ⊗Z −, or any composite of these. There isn’t an analogue for arbitrary shiftable functors
because, for example, there is no way obvious way to construct η in general. Regardless, we will not need to
work in these levels of generality.

The point of Corollary 50 and Corollary 51 is that have a somewhat general version of dimension-shifting

granted by cup products. In fact, the proofs show that we can use the same c ∈ Ĥ1(G, IG) represented by
g 7→ (g − 1) for both shifting isomorphisms.

3.3. Shifting Natural Transformations. Observe that a natural transformation F ⇒ F ′ of shiftable
functors will induce natural transformations in cohomology

Ĥi(G,F−)⇒ Ĥi(G,F ′−)

It will turn out that, when F = HomZ(X,−) and F ′ = HomZ(X ′,−), we will be able to force all natural
transformations in cohomology will come from natural transformations F ⇒ F ′.

To begin, we show this result for i = 0.

Lemma 53. Let G be a finite group, and let X and X ′ be G-modules. Suppose that, for given index r ∈ Z,
there is a natural transformation

Φ• : Ĥ0(G,HomZ(X,−))⇒ Ĥr(G,HomZ(X ′,−)).

Then there exists [x] ∈ Ĥr(G,HomZ(X ′, X)) such that Φ• = ([x] ∪ −), where the cup product is induced by
the shifting pair of Example 46.

Proof. This is essentially the Yoneda lemma. As such, set [x] := ΦX([idX ]). The point is to fix some

G-module A and [f ] ∈ Ĥ0(G,HomZ(X,A)) in order to track through the commutativity of the following
19
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diagram.

(3.3)

Ĥ0(G,HomZ(X,X)) Ĥr(G,HomZ(X ′, X))

Ĥ0(G,HomZ(X,A)) Ĥr(G,HomZ(X ′, A))

ΦX

f f

ΦA

Because we will need to deal with the cup products with negative indices, we will use the standard res-

olution of [AW10]. For example, we interpret f ∈ [f ] ∈ Ĥ0(G,HomZ(X,A)) as a constant function
f ∈ HomZ[G](Z[G],HomZ(X,A)) outputting f ∈ HomZ[G](X,A), which means that f(z) is the same G-
module homomorphism for each z ∈ Z[G].

As such, we can track the left arrow of (3.3) as

f : Ĥ0(G,HomZ(X,X))→ Ĥ0(G,HomZ(X,A))

[z 7→ idX ] 7→ [z 7→ f(z) ◦ idX ] = [f ].

So, along the bottom of (3.3), we are evaluating ΦA([f ]).
Along the top of (3.3), we immediately send [z 7→ idX ] to ΦX([z 7→ idX ]) = [x], so to finish the proof, we

need to show that

f([x])
?
= [x] ∪ [f ],

which will be enough by the commutativity of (3.3). We have two similar cases to appropriately deal with
the cup product.

• Suppose that r ≥ 0 so that we can interpret x as an element of HomZ[G]

(
Z[Gr+1], X

)
, using the

standard resolution. As such, we compute

(x ∪ f)(g0, . . . , gr) = x(g0, . . . , gr)⊗ f(gr),

where our output is in HomZ(X ′, X) ⊗Z HomZ(X,A). Applying evaluation, the cup product is
outputting

(g0, . . . , gr) 7→ f ◦ x(g0, . . . , gr)

as our element of HomZ[G](Z[Gr+1],HomZ(X ′, A)). Indeed, this morphism represents f([x]).
• Analogously, suppose that r < 0 so that we interpret x as an element of HomZ[G] (HomZ(Z[G]r,Z), X).

To decrease headaches, we let g∗ : Z[G] → Z denote the G-module homomorphism sending g 7→ 1
and other group elements to 0. Then r-tuples (g∗1 , . . . , g

∗
r ) form a Z-basis of HomZ(Z[G]r,Z), so it’s

enough to specify

(x ∪ f)(g∗1 , . . . , g
∗
r ) = x(g∗1 , . . . , g

∗
r )⊗ f(gr),

where the output is in HomZ(X ′, X) ⊗Z HomZ(X,A). Applying evaluation, the cup product is
outputting

(g∗1 , . . . , g
∗
r ) 7→ f ◦ x(g∗1 , . . . , g

∗
r )

as an element of HomZ[G] (HomZ(Z[G]r,Z),HomZ(X ′, A)). Indeed, this represents f([x]).

The above cases finish tracking through (3.3) and hence finish the proof. �

The case of r = 0 will be particularly interesting to us, so we note that we have the following more
concrete description.

Lemma 54. Let G be a finite group, and let X and X ′ be G-modules. Then, given a G-module morphism
ϕ : X ′ → X, the maps (− ◦ ϕ) and ([ϕ] ∪ −) on

Ĥi(G,HomZ(X,−))⇒ Ĥi(G,HomZ(X ′,−))

assemble into the same natural transformation for any i ∈ Z.

Proof. This follows from unpacking the definitions.
We already know that ([ϕ] ∪−) is a natural transformation by Lemma 47, so it suffices to show that the

two maps agree on components. (Namely, naturality of (− ◦ ϕ) will immediately follow.) To see this, we fix
a G-module A to evaluate the morphism

Ĥi(G,HomZ(X,A))→ Ĥi(G,HomZ(X ′, A)),
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for which we use the standard resolution of [AW10]. For this, we represent [ϕ] by the morphism ϕ̃ ∈
HomZ[G](Z[G],HomZ(X,A)) which constantly outputs ϕ.

Now, pick up [x] ∈ Ĥi(G,HomZ(X,A)). We have two cases.

• If i ≥ 0, we can interpret x as an element of HomZ[G]

(
Z[G]i+1,HomZ(X,A)

)
. Then our cup product

is

(ϕ̃ ∪ x)(g0, . . . , gi) = ϕ̃(g0)⊗ x(g0, . . . , gi),

which evaluates to

(g0, . . . , gi) 7→ x(g0, . . . , gi) ◦ ϕ,
which represents the desired class (− ◦ ϕ)([x]).

• If i < 0, we can interpret x as an element of HomZ[G]

(
HomZ(Z[G]i,Z),HomZ(X,A)

)
. Our cup

product is

(ϕ̃ ∪ x)(g∗1 , . . . , g
∗
i ) = ϕ̃(g1)⊗ x(g∗1 , . . . , g

∗
i ),

which evaluates to

(g∗1 , . . . , g
∗
i ) 7→ x(g∗1 , . . . , g

∗
i ) ◦ ϕ,

which represents the desired class (− ◦ ϕ)([x]).

The above cases finish the proof. �

We now get the main result by dimension-shifting.

Proposition 55. Let G be a finite group, and let X and X ′ be G-modules. Then, given indices r, s ∈ Z,
any natural transformation

Φ
(s)
• : Ĥs(G,HomZ(X,−))⇒ Ĥr+s(G,HomZ(X ′,−)),

is Φ
(s)
• = (x ∪ −) for some x ∈ Ĥr(G,HomZ(X ′, X)).

Proof. This argument is by dimension-shifting the s upwards and downwards. Namely, we show the con-
clusion of the statement by induction on s; for s = 0, this is Lemma 53. We will show how to induct
upwards to s ≥ 0 in detail, and inducting downwards is similar. For brevity, we set F := HomZ(X,−) and
F ′ := HomZ(X ′,−).

To induct upwards, suppose the statement is true for s = i, and we show s = i + 1, so fix a natural
transformation

Φ
(i+1)
• : Ĥi+1(G,F−)⇒ Ĥp+i+1(G,F ′−),

which we would like to know arises as (x ∪ −) for some x ∈ Ĥp(G,HomZ(X ′, X)). The main idea is to use

Φ
(i+1)
• in order to construct Φ

(i)
• . Well, using Corollary 50, we have some c ∈ Ĥ1(G, IG) given by g 7→ (g−1)

yielding the following isomorphisms for any G-module A.

(c ∪ −)d : Ĥi(G,FA) → Ĥi+1(G,F (IG ⊗Z A))

(c ∪ −)′d : Ĥr+i(G,F ′A)→ Ĥr+i+1(G,F ′(IG ⊗Z A))

As such, we have the diagram

Ĥi(G,FA) Ĥi+1(G,F (IG ⊗Z A))

Ĥr+i(G,F ′A) Ĥr+i+1(G,F ′(IG ⊗Z A))

(c∪−)d

Φ
(i+1)
IG⊗ZA

(c∪−)′d

where the horizontal arrows are isomorphisms. Thus, we induce a morphism

Φ
(i)
A := ((c ∪ −)′d)

−1 ◦ Φ
(i+1)
IG⊗ZA

◦ (c ∪ −)d.

Note that Φ
(i)
• is the composition of natural transformations (the cup product is a natural transformation

by construction) and therefore is a natural transformation.
21



ABELIAN EXTENSIONS

Thus, the inductive hypothesis now tells us that Φ
(i)
• = (x ∪ −) for some x ∈ Ĥp(G,HomZ(X ′, X)). We

now need to turn this around on Φ
(i+1)
• , which essentially means we need to shift back in the other direction.

As such, we use Corollary 51 to give the following isomorphisms for any G-module A.

(c ∪ −)u : Ĥi(G,F (HomZ(IG, A))) → Ĥi+1(G,FA)

(c ∪ −)′u : Ĥr+i(G,F (HomZ(IG, A)))→ Ĥr+i+1(G,FA)

Now, to deal with Φ
(i+1)
• , we claim that associativity and commutativity of cup products implies

(
(−1)ix ∪ −

)
can be used to make the right arrow in the diagram

(3.4)

Ĥi(G,F (HomZ(IG, A))) Ĥi+1(G,FA)

Ĥr+i(G,F ′(HomZ(IG, A))) Ĥr+i+1(G,F ′A)

(c∪−)u

(c∪−)′u

x∪−

commute. Indeed, applying Lemma 48 to the square

IG ⊗Z HomZ(X,HomZ(IG, A))⊗Z HomZ(X ′, X) HomZ(X,A)⊗Z HomZ(X ′, X)

IG ⊗Z HomZ(X ′,HomZ(IG, A)) HomZ(X ′, A)

shows that any a ∈ Ĥi(G,F (HomZ(IG, A))) has

c ∪ (x ∪ a) = (−1)irc ∪ (a ∪ x) = (−1)ir(c ∪ a) ∪ x = (−1)ir+i(r+1)x ∪ (c ∪ a) = (−1)ix ∪ (c ∪ a),

which is what we wanted.
Now, this right arrow of (3.4) is unique because the horizontal arrows are isomorphisms, so we will be

done if we can show that we can place Φ
(i+1)
A in the right arrow to also make the diagram commute as well.

For this, we draw the following very large diagram.

Ĥi(G,F (HomZ(IG, A))) Ĥi+1(G,FA)

Ĥi+1(G,F (IG ⊗Z HomZ(IG, A)))

Ĥr+i(G,F ′(HomZ(IG, A))) Ĥr+i+1(G,F ′A)

Ĥr+i+1(G,F ′(IG ⊗Z HomZ(IG, A)))

(c∪−)u

(c∪−)d f

x∪−

Φ
(i+1)

IG⊗ZHomZ(IG,A)

Φ
(i+1)
A

(c∪−)′u

(c∪−)′d f

Here, the f maps are induced by the evaluation map

f : IG ⊗Z HomZ(IG, A)→ A.

We want the outer rectangle to commute, for which it suffices to show that each parallelogram and the small
top and bottom triangles to commute.

• The left parallelogram commutes by definition of Φ
(i)
• = (x ∪ −).

• The right parallelogram commutes by naturality of Φ
(i+1)
• applied to f .

• Showing that the bottom triangle commutes will be analogous to showing that the top triangle
commutes, so we will only show the top. Unwinding Corollary 50 and Corollary 51, we see that this
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triangle is actually induced by the following diagram.

Ĥi(G,F (HomZ(IG, A))) Ĥi+1(G, IG ⊗Z F (HomZ(IG, A))) Ĥi+1(G,FA)

Ĥi+1(G,F (IG ⊗Z HomZ(IG, A)))

c∪−

f
ηd

ηu

Here, ηu : IG ⊗Z HomZ(X,HomZ(IG, A))→ HomZ(X,A) behaves as

ηu : z ⊗ f 7→
(
x 7→ f(x)(z)

)
,

and ηd : IG ⊗Z HomZ(X,HomZ(IG, A))→ HomZ(X, IG ⊗Z HomZ(IG, A)) behaves as

ηd : z ⊗ f 7→
(
x 7→ z ⊗ f(x)

)
.

Now, to check our commutativity, it suffices to show that the triangle

IG ⊗Z HomZ(X,HomZ(IG, A)) HomZ(X,A)

HomZ(X, IG ⊗Z HomZ(IG, A))

f
ηd

ηu

commutes. Well, we can simply track through the diagram as follows.

z ⊗ f
(
x 7→ f(x)(z)

)
(
x 7→ z ⊗ f(x)

)
The above commutativity checks finish the induction upwards.

We will not give detail for the induction downwards from i − 1 to i, except to say that we reverse the
applications of Corollary 50 and Corollary 51. The rest of the approach essentially goes through verbatim,

constructing Φ
(i)
• from a given Φ

(i−1)
• , applying the inducting hypothesis to Φ

(i)
• , and then finishing by

shifting back to Φ
(i−1)
• . �

Remark 56. Essentially the same proof can show that, for any pair of shiftable functors F, F ′ : ModG →
ModG, a natural transformation (respectively, isomorphism)

Φ
(i)
• : Ĥi(G,F−)⇒ Ĥi+r(G,F ′−),

at i = s induces natural transformations (respectively, isomorphisms) at all i ∈ Z. Instead of using Corol-
lary 50 and Corollary 51, we must instead dimension-shifting using the usual short exact sequences.

Corollary 57. Let G be a finite group, and let X and X ′ be G-modules. Then, given indices s ∈ Z, any
natural transformation

Φ
(s)
• : Ĥq(G,HomZ(X,−))⇒ Ĥs(G,HomZ(X ′,−)),

is Φ
(s)
• = (− ◦ ϕ) for some G-module morphism ϕ : X ′ → X.

Proof. Proposition 55 tells us that the natural transformation takes the form ([ϕ] ∪ −) for some G-module
morphism ϕ : X ′ → X. Then ([ϕ] ∪ −) is simply (− ◦ ϕ) by Lemma 54. �

3.4. Cohomological Equivalence. It might be the case that “many” different shiftable functors give the
same cohomology groups. Because we are mostly interested in the case of HomZ(X,−), we now have the
tools to talk fairly concretely about what this means. We have the following definition.

Definition 58. Let G be a finite group. We say that two G-modules X,X ′ are cohomologically equivalent if

and only if there exist morphisms [ϕ] ∈ Ĥ0(G,HomZ(X ′, X)) and [ϕ′] ∈ Ĥ0(G,HomZ(X,X ′)) such that

[ϕ ◦ ϕ′] = [idX ] ∈ Ĥ0(G,HomZ(X,X)) and [ϕ′ ◦ ϕ] = [idX′ ] ∈ Ĥ0(G,HomZ(X ′, X ′)).
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Example 59. All induced modules X are cohomologically equivalent to 0. To see this, we set ϕ : 0→ X and
ϕ′ : X → 0 equal to the zero maps (which are our only options). Then note that HomZ(X,X) is induced by
Lemma 41 and HomZ(0, 0) = 0, so

Ĥ0(G,HomZ(X,X)) = Ĥ0(G,HomZ(X ′, X ′)) = 0,

making the checks on ϕ and ϕ′ both trivial.

More concretely, X and X ′ are cohomologically equivalent if and only if we have two G-module morphisms
ϕ : X ′ → X and ϕ′ : X → X ′ and two Z-module morphisms f : X → X and f ′ : X ′ → X ′ such that

ϕ ◦ ϕ′ = idX +NGf and ϕ′ ◦ ϕ = idX′ +NGf
′.

As a quick sanity check that this is a reasonable notion of equivalence of modules, we have the following.

Lemma 60. Let G be a finite group. If the G-modules X and X ′ are equivalent and Y and Y ′ are equivalent,
then X ⊕ Y is equivalent to X ′ ⊕ Y ′.

Proof. We are promised the morphisms

• ϕ : X ′ → X and ϕ′ : X → X ′ (as morphisms of G-modules),
• f : X → X and f ′ : X ′ → X ′ (as morphisms of Z-modules),
• ψ : Y ′ → Y and ψ′ : Y → Y ′ (as morphisms of G-modules),
• g : Y → Y and g′ : Y ′ → Y ′ (as morphisms of Z-modules),

which are required to satisfy

ϕ ◦ ϕ′ = idX +NGf and ϕ′ ◦ ϕ = idX′ +NGf
′,

ψ ◦ ψ′ = idY +NGg and ψ′ ◦ ψ = idY ′ +NGg
′.

Summing everywhere, we get the G-module homomorphisms ϕ⊕ψ : X⊕Y → X ′⊕Y ′ and ϕ′⊕ψ′ : X ′⊕Y ′ →
X ⊕ Y satisfying

(ϕ⊕ ψ) ◦ (ϕ′ ⊕ ψ′) = (ϕ ◦ ϕ′)⊕ (ψ ◦ ψ′)
= (idX +NGf)⊕ (idY +NGg)

= idX ⊕ idY +NG(f ⊕ g).

The other check is analogous, switching primed and unprimed variables. �

We now show that this notion of equivalence correctly translates to shiftable functors.

Proposition 61. Let G be a finite group, and let X and X ′ be G-modules. Then X and X ′ are cohomolog-
ically equivalent if and only if there is a natural isomorphism

Φ• : Ĥ0(G,HomZ(X,−))⇒ Ĥ0(G,HomZ(X ′,−)).

Proof. In the forward direction, suppose X and X ′ are cohomologically equivalent so that we have [ϕ] ∈
Ĥ0(G,HomZ(X ′, X)) and [ϕ′] ∈ Ĥ0(G,HomZ(X,X ′)) such that

[ϕ] ∪ [ϕ′] = [ϕ ◦ ϕ′] = [idX ] and [ϕ′] ∪ [ϕ] = [ϕ′ ◦ ϕ] = [idX′ ],

where we are using the canonical evaluation maps for the cup products (see Lemma 54). Now, we note that,
for any G-module A, we have inverse morphisms

(3.5)
Ĥ0(G,HomZ(X,A)) ' Ĥ0(G,HomZ(X ′, A))

[f ] 7→ [f ◦ ϕ]
[f ′ ◦ ϕ′] ←[ [f ′].

Indeed, these are mutually inverse because

[f ◦ ϕ ◦ ϕ′] = [f ] ∪ [ϕ ◦ ϕ′] = [f ] ◦ [idX ] = [f ]

and similar on the other side. To finish, we note that the isomorphisms (3.5) assemble into a natural
isomorphism by Lemma 47 and Lemma 54.
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We now show the backwards direction. Suppose we have a natural isomorphism Φ•. Then applying

Lemma 53 in both directions, we get [ϕ] ∈ Ĥ0(G,HomZ(X ′, X)) and [ϕ′] ∈ Ĥ0(G,HomZ(X,X ′)) such that
the morphisms

Φ• : Ĥ0(G,HomZ(X,−)) ' Ĥ0(G,HomZ(X,−))
[f ] 7→ [f ◦ ϕ]

[f ′ ◦ ϕ′] ← [ [f ′]

are mutually inverse. In particular, we see that

[idX ] = [idX ◦ ϕ ◦ ϕ′] = [ϕ ◦ ϕ′],

so [ϕ ◦ ϕ′] = [idX ]. Swapping primed and unprimed variables, we see [ϕ′ ◦ ϕ] = [idX′ ] as well. �

Remark 62. The above result makes it fairly clear that cohomological equivalence actually makes an equiv-
alence relation. In particular, we can invert and compose natural isomorphisms, which gives symmetry and
transitivity of cohomological equivalence respectively.

One use of this machinery is that we have pretty good tools to tell what is cohomologically equivalent to
0.

Corollary 63. Let G be a finite group, and let X be a G-module. Then X is cohomologically equivalent to

0 if and only if Ĥ0(G,HomZ(X,X)) = 0.

Proof. On one hand, if X is cohomologically equivalent to 0, then Proposition 61 promises a natural isomor-
phism

Φ• : Ĥ0(G,HomZ(X,−))⇒ Ĥ0(G,HomZ(0,−)) = 0,

so it follows Ĥ0(G,HomZ(X,X)) = 0 by plugging in X.

On the other hand, if Ĥ0(G,HomZ(X,X)) = 0, then the G-module homomorphism idX : X → X must
be equivalent to 0 in this group. So let ϕ : 0→ X and ϕ′ : X → 0 be the canonical zero morphisms so that

[ϕ ◦ ϕ′] = [0] = [idX ] ∈ Ĥ0(G,HomZ(X,X))

and

[ϕ′ ◦ ϕ] = [0] = [id0] ∈ Ĥ0(G,HomZ(0, 0)),

which finishes. �

Example 64. It is not in general true that two G-modules X and X ′ are cohomologically equivalent if and

only if Ĥ0(G,HomZ(X,X)) ∼= Ĥ0(G,HomZ(X ′, X ′)). Indeed, let G = 〈σ〉 ∼= Z/2Z act on X = Z trivially
and on X ′ = Zi by σ : i 7→ −i. Then

HomZ(Z,Z) ∼= Z ∼= HomZ(Zi,Zi)

as G-modules (!), but these modules are not cohomologically equivalent because

Ĥ0(G,HomZ(Z,Z)) ∼= Z/2Z 6∼= 0 ∼= Ĥ0(G,HomZ(Z,Zi)).

Namely, HomZ[G](Z,Zi) ∼= (Zi)G = 0.

Corollary 65. Let G be a finite group, and let A and B be G-modules. Then, if A ⊕ B is cohomologically
equivalent to 0, then both A and B are cohomologically equivalent to 0.

Proof. This is not too hard to see directly, but it falls immediately out of using Corollary 63 and writing

0 = Ĥ0(G,HomZ(A⊕B,A⊕B))

' Ĥ0(G,HomZ(A,A))⊕ Ĥ0(G,HomZ(A,B))⊕

Ĥ0(G,HomZ(B,A))⊕ Ĥ0(G,HomZ(B,B)),

from which Ĥ0(G,HomZ(A,A)) = Ĥ0(G,HomZ(B,B)) = 0 is forced. �

Example 66. By Example 59, free Z[G]-modules Z[G]S ' Z[G]⊗Z ZS for sets S are cohomologically equiv-
alent to 0. It follows that all projective Z[G]-modules are cohomologically equivalent to 0 from Corollary 65.

Here is a quick partial converse to Example 66.
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Proposition 67. Let G be a finite group. If X is Z-projective and cohomologically equivalent to 0, then X
is Z[G]-projective.

Proof. It suffices to show that HomZ[G](X,−) is exact. Well, given a short exact sequence

0→ A→ B → C → 0

of G-modules, the Z-projectivity of X implies that

0→ HomZ(X,A)→ HomZ(X,B)→ HomZ(X,C)→ 0

is also exact. Taking cohomology, we have the exact sequence

0→ HomZ[G](X,A)→ HomZ[G](X,B)→ HomZ[G](X,C)→ H1(G,HomZ(X,A)),

but H1(G,HomZ(X,A)) = 0 by Proposition 61. So indeed, HomZ[G](X,−) is exact. �

Remark 68. Overall, it seems like an interesting question to pin down exactly which G-modules are coho-
mologically equivalent to 0. It is possible to show that all such X must be acyclic, but it seems currently out
of reach to show that being acyclic is also sufficient.

Anyway, the alternate definition for cohomological equivalence from Proposition 61 also provides us with
a way to multiply.

Corollary 69. Let G be a finite group. If X and X ′ are cohomologically equivalent and Y and Y ′ are
cohomologically equivalent, then X ⊗Z X

′ is cohomologically equivalent to Y ⊗Z Y
′.

Proof. We are granted natural isomorphisms as follows.

Φ• : Ĥ0(G,HomZ(X,−))⇒ Ĥ0(G,HomZ(X ′,−))

Ψ• : Ĥ0(G,HomZ(Y,−)) ⇒ Ĥ0(G,HomZ(Y ′,−))

Now, repeatedly using the hom–tensor adjunction, we can chain together natural isomorphisms

Ĥ0(G,HomZ(X ⊗Z Y,−)) ' Ĥ0(G,HomZ(X,HomZ(Y,−)))

Φ Hom(Y,−)
' Ĥ0(G,HomZ(X ′,HomZ(Y,−)))

' Ĥ0(G,HomZ(X ′ ⊗Z Y,−))

' Ĥ0(G,HomZ(Y ⊗Z X
′,−))

' Ĥ0(G,HomZ(Y,HomZ(X ′,−)))

Ψ HomZ(X′,−)
' Ĥ0(G,HomZ(Y ′,HomZ(X ′,−)))

' Ĥ0(G,HomZ(Y ′ ⊗Z X
′,−))

' Ĥ0(G,HomZ(X ′ ⊗Z Y
′,−)),

which is what we wanted. �

One might hope that we can get more information by using indices away from 0, but in fact we cannot.

Proposition 70. Let G be a finite group, and let X and X ′ be G-modules. Then the following are equivalent.

(a) X and X ′ are cohomologically equivalent.
(b) For some r ∈ Z, there is a natural isomorphism

Φ
(r)
• : Ĥr(G,HomZ(X,−))⇒ Ĥr(G,HomZ(X ′,−)).

(c) There is a G-module homomorphism ϕ : X ′ → X such that the induced maps

(− ◦ ϕ) : Ĥi(G,HomZ(X,−))⇒ Ĥi(G,HomZ(X ′,−))

are natural isomorphisms for all i ∈ Z.
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Proof. Note that (a) implies (b) by taking r = 0 and applying Proposition 61. Also, (c) implies (a) by
taking i = 0 and again applying Proposition 61. Lastly, to show (b) implies (c), we note that Proposition 55
promises us ϕ : X ′ → X such that

Φ
(r)
• = (− ◦ ϕ).

We would like to use Proposition 49. Let our shifting pair be (HomZ(X,−),HomZ(X ′,−),HomZ(X ′, X), η),
where η• is the canonical pre-composition map

η• : HomZ(X ′, X)⊗Z HomZ(X,−)→ HomZ(X ′,−).

Then we take r = r and s = 0 and c = [ϕ] as above so that the cup-product natural transformation

([ϕ] ∪ −) : Ĥi(G,HomZ(X,−))⇒ Ĥi(G,HomZ(X ′,−))

is simply induced by (−◦ϕ) for any i ∈ Z by Lemma 54. So we are given that (−◦ϕ) is a natural isomorphism
at i = r, so Proposition 49 gives us this isomorphism at all i ∈ Z, which proves (c). �

3.5. Encoding Modules. Lastly, we arrive at the application we care about: encoding cohomology. Coho-
mological equivalence is exactly what we need to talk about uniqueness.

Proposition 71. Let G be a finite group, and let r, s ∈ Z be indices. Then, if nonempty, the set of G-modules
X with a natural isomorphism

Φ• : Ĥr(G,HomZ(X,−))⇒ Ĥr+s(G,−)

make up exactly one cohomological equivalence class.

Proof. Fix some G-module X with such a natural isomorphism

Ψ• : Ĥr(G,HomZ(X,−))⇒ Ĥr+s(G,−).

We would like to show that X ′ has a natural isomorphism Φ• : Ĥr(G,HomZ(X ′,−)) ⇒ Ĥr+s(G,−) if and
only if X and X ′ are cohomologically equivalent.

If X and X ′ are cohomologically equivalent, then we can compose the promised natural isomorphism of
Proposition 70 (c) with Ψ•, giving a natural isomorphism

Ĥr(G,HomZ(X ′,−))⇒ Ĥr(G,HomZ(X,−))
Ψ•⇒ Ĥr+s(G,−).

In the other direction, if we have a natural isomorphism

Φ• : Ĥr(G,HomZ(X ′,−))⇒ Ĥr+s(G,−),

then we can compose with Ψ−1
• to build a natural isomorphism

Ĥr(G,HomZ(X ′,−))
Φ•⇒ Ĥr+s(G,−)

Ψ−1
•⇒ Ĥr(G,HomZ(X,−)),

from which it follows that X and X ′ are cohomologically equivalent by Proposition 61 (b). �

Example 72. Take s ≥ 0. Dimension-shifting iteratively with the short exact sequence

0→ IG ⊗Z A→ Z[G]⊗Z A→ A→ 0

shows that

Ĥr+s(G,A) ' Ĥr
(
G,HomZ(I⊗sG , A)

)
,

and in fact these isomorphisms are natural by the functoriality of boundary morphisms. So the equivalence
class of Proposition 71 is represented by I⊗sG .

Remark 73. We will show in Example 105 that all of these equivalence classes are nonempty.

Example 74. Not all r-encoding modules are Z-torsion-free. For example, if M is an r-encoding module,
and A is induced, then M ⊕ A is cohomologically equivalent to M , so M ⊕ A is an r-encoding module.
However, not all induced modules A are Z-torsion-free.

In fact, akin to the classification of natural transformations from Proposition 55, we can show that these
encoding maps must be cup products.
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Corollary 75. Let G be a finite group, and let r ∈ Z be an index. Suppose we have a G-module X and index
i ∈ Z with a natural transformation

Φ• : Ĥi(G,HomZ(X,−))⇒ Ĥi+r(G,−).

Then there exists [x] ∈ Ĥr(G,X) such that Φ• is the cup-product map ([x] ∪ −).

Proof. The point is to set X ′ = Z in Proposition 55. For technical reasons, we note that we have a natural
isomorphism

([1] ∪ −) : Ĥi+r(G,HomZ(Z,−))⇒ Ĥi+r(G,−)

by checking at index 0 and then using Proposition 49. Thus, Φ• will induce a natural transformation

Ĥ0(G,HomZ(X,−))
Φ•⇒ Ĥi+r(G,−)

([1]∪−)−1

⇒ Ĥi+r(G,HomZ(Z,−)).

By Proposition 55, we are promised [x] ∈ Ĥ0(G,HomZ(Z, X)) such that this composite is ([x]∪−). It follows
that Φ• is

[1] ∪
(
[x] ∪ −

)
: Ĥi(G,HomZ(X,−))⇒ Ĥi+r(G,−).

Associating, this natural isomorphism is the same as
(
([1] ∪ [x]) ∪ −

)
; indeed, fixing a G-module A to plug

in, we get the result by noting the commutativity of

Z⊗Z X ⊗Z HomZ(X,A) Z⊗Z A z ⊗ y ⊗ f z ⊗ f(y)

X ⊗Z HomZ(X,A) A zy ⊗ f f(zy)

and passing through Lemma 48. �

Example 76. For r ≥ 0, we can continue Example 72 to note that standard dimension-shifting arguments
give natural isomorphisms

Ĥ0
(
G,HomZ(I⊗rG ,−)

)
⇒ Ĥr(G,−),

so Corollary 75 implies that these isomorphisms are cup products with an element of Ĥr(G, I⊗rG ). For

example, when r = 0, we have [1] ∈ Ĥ0(G,Z); and when r = 1, we have g 7→ (1− g) in Ĥ1(G, IG). Observe
that we could also see this by inductively dimension-shifting with Corollary 51.

Because cup products are better-behaved than just general natural transformations, we get the following
nice statement.

Corollary 77. Let G be a finite group, and let r ∈ Z an index. Then an r-encoding module X has x ∈
Ĥr(G,X) such that

(x ∪ −) : Ĥi(G,HomZ(X,−))⇒ Ĥi+r(G,−)

is a natural isomorphism for all i ∈ Z.

Proof. By definition of X, we know that there is some i ∈ Z such that we have a natural isomorphism

Φ• : Ĥi(G,HomZ(X,−))⇒ Ĥi+r(G,−).

Then Corollary 75 tells us that this natural isomorphism arises as (x ∪ −) for some x ∈ Ĥr(G,X).
To finish, we extend (x∪−) being a natural isomorphism from a single i to all i ∈ Z by using Proposition 49.

Indeed, take F = HomZ(X,−) and F ′ = id and X = X and η : X ⊗Z HomZ(X,−)⇒ id to be the canonical
evaluation maps. This finishes. �

Remark 78. Taking X = Z above, we are asserting that, if G is a group such that all G-modules admit
period-r cohomology which is natural in some sense at a single index i, then this periodicity extends to all

indices and arises from a cup product with an element of Ĥr(G,Z).
Observe that the naturality in the isomorphisms is important: letting G := Z/pZ act on A := Z/pZ

trivially,

Ĥ−1(G,A) =
Z/pZ

0
' Ĥ0(G,A),
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but this does not extend to all G-modules. For example,

Ĥ−1(G,Z) = 0 6∼=
Z
pZ

= Ĥ0(G,Z).

The element defined in Corollary 77 is so special that we will give it a name.

Definition 79. Let G be a finite group and X an r-encoding module. An element x ∈ Ĥr(G,X) as con-
structed in Corollary 77 is the encoding element.

It will turn out that encoding elements are not unique, though they will be almost unique.

3.6. Encoding Is Unique. Fix an r-encoding module X. As a brief intermission, we will show that there
is essentially one way to do the encoding

Ĥi(G,HomZ(X,−))⇒ Ĥi+r(G,−).

Namely, we know from Corollary 75, that this natural isomorphism must come from a cup-product with

an element x ∈ Ĥr(G,X), so we might wonder how unique this element x is. The answer to this, roughly

speaking, will be that Ĥr(G,X) is cyclic of order #G generated by x.
Anyway, the main idea will be to use the following duality result.

Proposition 80 ([CE56, Corollary XII.6.5]). Let G be a finite group and A be any G-module. Then the
cup-product pairing induces an isomorphism

Ĥi−1(G,HomZ(A,Q/Z))→ HomZ

(
Ĥ−i(G,A), Ĥ−1(G,Q/Z)

)
for all i ∈ Z. Indeed, this is a duality upon embedding Ĥ−1(G,Q/Z) into Q/Z.

And here is our computation.

Corollary 81. Let G be a finite group and X an r-encoding module. Picking up an encoding element

x ∈ Ĥr(G,X), Ĥr(G,X) is cyclic of order #G generated by x.

Proof. For brevity, set n := #G. By Corollary 77, we have the isomorphism

(x ∪ −) : Ĥ−r−1(G,HomZ(X,Q/Z))→ Ĥ−1(G,Q/Z) = 1
nZ/Z.

In particular, Ĥ−r−1(G,HomZ(X,Z)) ' Z/nZ, generated by some element x∗ such that x ∪ x∗ = [1/n].
Now, we apply Proposition 80 to say that the cup-product pairing induces an isomorphism

1
nZ/nZ ' Ĥ

−r−1(G,HomZ(X,Q/Z))→ HomZ

(
Ĥr(G,X), Ĥ−1(G,Q/Z)

)
' HomZ

(
Ĥr(G,X), 1

nZ/Z
)
.

Because Ĥp(G,X) is n-torsion, homomorphisms Ĥr(G,X)→ Q/Z must have image in 1
nZ/Z, so in fact the

rightmost group is the dual of Ĥr(G,X). Because an abelian group is isomorphic to its dual, we see that

Ĥr(G,X) is in fact cyclic of order n.
It remains to show that x is a generator; for this, we show that x has order at least n, which will be

enough because Hr(G,X) is cyclic of order n. Well, if we have k ∈ Z such that kx = 0, then

[k/n] = k
(
x ∪ x∗

)
= kx ∪ x∗ = [0] ∪ x∗ = [0]

in Ĥ−1(G,Q/Z) ' 1
nZ/Z, so n | k. This finishes. �

Remark 82. Conversely, if x ∈ Ĥr(G,X) is any generator, then

(x ∪ −) : Ĥi(G,HomZ(X,−))⇒ Ĥi+r(G,−)

is a natural isomorphism. Indeed, certainly some generator x0 ∈ Ĥr(G,X) conjured from Corollary 77
suffices, but then x = kx0 for some k ∈ (Z/#GZ)×, so we have the equality

(x ∪ −) =
(
(kx0) ∪ −

)
= k(x0 ∪ −)

of natural transformations. But multiplication by k is a natural isomorphism Ĥ•(G,−)⇒ Ĥ•(G,−) because
these cohomology groups are #G-torsion, so we conclude (x ∪ −) = k(x0 ∪ −) is a natural isomorphism.

And here is our uniqueness result.
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Corollary 83. Let G be a finite group, and let X be a finitely generated r-encoding module. Then, given
i ∈ Z and two natural isomorphisms

Φ•,Φ
′
• : Ĥi(G,HomZ(X,−))⇒ Ĥi+r(G,−),

there exists a unique k ∈ (Z/#GZ)× such that Φ′• = kΦ•.

Proof. Note that we are allowed to interpret k (mod n) because these cohomology groups are #G-torsion,
so #G · Φ• = 0.

Anyway, by Corollary 75, we know that there are x, x′ ∈ Ĥr(G,X) such that

Φ• = (x ∪ −) and Φ′• = (x′ ∪ −).

However, by Corollary 81, we see that Ĥr(G,X) is cyclic generated by x of order #G, so we can write
x′ = kx for a unique k ∈ Z/#GZ.

It remains to show that Φ′• = kΦ•. Well, for any G-module A and c ∈ Ĥi(G,HomZ(X,A)), we write

Φ′A(c) = x′ ∪ c = kx ∪ c = k(x ∪ c) = kΦA(c).

It follows that Φ′• = kΦ•. �

3.7. The Dual Element. In the theory of periodic cohomology (e.g., see [CE56, Section XII.11]), it is

helpful to phrase the theory in terms of having some elements x ∈ Ĥr(G,Z) and y ∈ Ĥ−r(G,Z) such that

x ∪ y = [1] ∈ Ĥ0(G,Z).

In contrast, given an r-encoding module X, we cannot hope to have x ∈ Ĥr(G,X) and y ∈ Ĥ−r(G,X) with

x∪ y ∈ Ĥ0(G,Z) because there is no obvious map X ⊗ZX → Z. To remedy this, we observe that there is a
canonical evaluation map

X ⊗Z HomZ(X,Z)→ Z.
This idea gives the following result.

Proposition 84. Let G be a finite group, and let X be a G-module and r ∈ Z be an index. The following
are equivalent.

(a) X is an r-encoding module.

(b) There are x ∈ Ĥr(G,X) and x∨ ∈ Ĥ−r(G,HomZ(X,Z)) such that

x ∪ x∨ = [1] ∈ Ĥ0(G,Z) and x∨ ∪ x = [idX ] ∈ Ĥ0(G,HomZ(X,X)).

Proof. For brevity, set n := #G.

We start by showing (a) implies (b). By Corollary 77, we can find an encoding element x ∈ Ĥr(G,X)
yielding the isomorphism

(x ∪ −) : Ĥ−r(G,HomZ(X,Z))→ Ĥ0(G,Z) = Z/nZ.

As such, we can find a unique x∨ ∈ Ĥ−r(G,HomZ(X,Z)) such that x ∪ x∨ = [1]. It remains to show that
x∨ ∪ x = [idX ].

Note that (x ∪ −) and (x∨ ∪ −) induce morphisms

(x ∪ −) : Ĥ0(G,HomZ(X,X))→ Ĥr(G,X)

(x∨ ∪ −) : Ĥr(G,X) → Ĥ0(G,HomZ(X,X))

We claim that these are inverse. Because (x∪−) is already an isomorphism, it suffices to show that we have

an inverse on one side. Well, Ĥr(G,X) is cyclic generated by x by Corollary 81, so it suffices to note that

any kx ∈ Ĥr(G,X) has(
(x ∪ −) ◦ (x∨ ∪ −)

)
(kx) = x ∪ (x∨ ∪ kx)

∗
= (x ∪ x∨) ∪ kx = [1] ∪ kx = kx.

Notably,
∗
= has used Lemma 48, noting that the square

X ⊗Z HomZ(X,Z)⊗Z X X ⊗Z HomZ(X,X) x1 ⊗ f ⊗ x2 x1 ⊗ (y 7→ f(y)x2)

Z⊗Z X X f(x1)⊗ x2 f(x1)x2
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commutes. Anyway, we now see that we have inverse morphisms, so

x ∪ [idX ] = idX(x) = x = x ∪ (x∨ ∪ x)

implies that x∨ ∪ x = [idX ], finishing.
We now show (b) implies (a). Let i ∈ Z be any index. The main point is that

(x ∪ −) : Ĥi(G,HomZ(X,−))⇒ Ĥi+r(G,−)

(x∨ ∪ −) : Ĥi+r(G,−) ⇒ Ĥi(G,HomZ(X,−))

ought to be inverse natural transformations. More formally, we want to show (x∪−) is a natural isomorphism,
for which we note naturality follows from Lemma 47.

Thus, given a G-module A, it remains to show that its component morphisms

(x ∪ −) : Ĥi(G,HomZ(X,A))→ Ĥi+r(G,A)

are isomorphisms. In fact, we claim that the corresponding map

(x∨ ∪ −) : Ĥi+r(G,A)→ Ĥi(G,HomZ(X,A))

is the inverse morphism. We have two checks.

• In one direction, we note that any a ∈ Ĥi+r(G,A) has(
(x ∪ −) ◦ (x∨ ∪ −)

)
(a) = x ∪ (x∨ ∪ a)

∗
= (x ∪ x∨) ∪ a = [1] ∪ a = a

where
∗
= holds by using Lemma 48 on the following commuting square.

X ⊗Z HomZ(X,Z)⊗Z A X ⊗Z HomZ(X,A) y ⊗ f ⊗ b y ⊗ (y0 7→ f(y0)b)

Z⊗Z A A f(y)⊗ b f(y)b

• In the other direction, we note that a∨ ∈ Ĥi(G,HomZ(X,A)) will have(
(x∨ ∪ −) ◦ (x ∪ −)

)
(a∨) = x∨ ∪ (x ∪ a)

∗
= (x∨ ∪ x) ∪ a = [idX ] ∪ a = idX(a) = a,

where
∗
= holds by using Lemma 48 on the following commuting square.

HomZ(X,Z)⊗Z X ⊗Z HomZ(X,A) HomZ(X,Z)⊗Z A f ⊗ y ⊗ g f ⊗ g(y)

HomZ(X,X)⊗Z HomZ(X,A) HomZ(X,A) (y0 7→ f(y0)y)⊗ g
(
y0 7→ f(y0)g(y)

)
This finishes the proof. �

We quickly note that the proof of Proposition 84 actually managed to conjure the inverse natural trans-
formation to (x ∪ −).

Corollary 85. Let G be a finite group, and let X be an r-encoding module. Constructing x ∈ Ĥr(G,X) and

x∨ ∈ Ĥ−r(G,HomZ(X,Z)) from Proposition 84, the natural transformations

(x ∪ −) : Ĥi(G,HomZ(X,−))→ Ĥi+r(G,−)

(x∨ ∪ −) : Ĥi+r(G,−) → Ĥi(G,HomZ(X,−))

are inverse for each i ∈ Z.

Proof. In the proof, we showed that, given a G-module A, the morphisms

(x∨ ∪ −) : Ĥi+r(G,A)→ Ĥi(G,HomZ(X,A))

provide the inverses for (x ∪ −). This is what we wanted. �

As such, we will give the element x∨ a name.

Definition 86. Let G be a finite group and X an r-encoding module. Then x∨ ∈ Ĥ−r(G,HomZ(X,Z)) as
constructed in Proposition 84 is the dual element.

31



ABELIAN EXTENSIONS

Remark 87. The above definition says “the” dual element because these are unique, once given an x ∈
Ĥr(G,X). Indeed, the isomorphism

(x ∪ −) : Ĥ−r(G,HomZ(X,Z))→ Ĥ0(G,Z)

promises the uniqueness of x∨ ∈ Ĥ−r(G,HomZ(X,Z)) going to x ∪ x∨ = [1] ∈ Ĥ0(G,Z).

Here is another amusing corollary we get from this.

Corollary 88. Let G be a finite group, and let X be an r-encoding G-module with encoding element x ∈
Ĥr(G,X). Then, for any subgroup H ⊆ G, X is an r-encoding H-module so that any index i ∈ Z has the
natural isomorphism

(Resx ∪ −) : Ĥi(H,HomZ(X,−))⇒ Ĥi+r(H,−).

Proof. The point is that restriction commutes with cup products, so we may use Proposition 84. Indeed, we

are given x ∈ Ĥr(G,X) and x∨ ∈ Ĥ−r(G,HomZ(X,X)) such that

x ∪ x∨ = [1] ∈ Ĥ0(G,Z) and x∨ ∪ x = [idX ] ∈ Ĥ0(G,HomZ(X,X)).

Applying restriction to H everywhere, we see

Resx ∪ Resx∨ = Res(x ∪ x∨)

= Res([1])

= [1] ∈ Ĥ0(H,Z),

and

Resx∨ ∪ Resx = Res(x∨ ∪ x)

= Res([idX ])

= [idX ] ∈ Ĥ0(H,HomZ(X,X)),

which is enough by Proposition 84 to show thatX is an r-encodingH-module. The remarks from Corollary 85
explain why the needed isomorphism is given by (Resx ∪ −). �

Remark 89. Essentially the same proof should hold for inflation.

Example 90. It is not true that, if X is an r-encoding Gp-module for all Sylow p-subgroups Gp ⊆ G, then
X is an r-encoding G-module. Indeed, take X = Z and G = S3: all Sylow p-subgroups of S3 are cyclic, so
Z is a 2-encoding module for all these subgroups. However, S3 is not cyclic, so

Ĥ−2(G,HomZ(X,Z)) ' Ĥ−2(G,Z) ' S3/[S3, S3] 6∼= Z/6Z = Ĥ0(G,Z).

3.8. Encoding by Tensoring. It turns out that we can also encode “on the other side,” in the following
sense.

Theorem 91. Let G be a finite group, and let X be an r-encoding module with encoding element x ∈
Ĥr(G,X). Then the cup products

(− ∪ x) : Ĥi(G,−)⇒ Ĥi+r(G,−⊗Z X)

assemble into a natural isomorphism for any i ∈ Z.

Proof. That we have a natural transformation follows from the naturality of cup products. Thus, it suffices
to pick up a G-module A and show that the component morphism

(− ∪ x) : Ĥi(G,A)→ Ĥi+r(G,A⊗Z X)

is an isomorphism. For this, we pick up a dual element x∨ ∈ Ĥi+r(G,HomZ(X,Z)) so that

x ∪ x∨ = [1] ∈ Ĥ0(G,Z) and x∨ ∪ x = [idX ] ∈ Ĥ0(G,HomZ(X,X)).

As such, we claim that the morphisms

(− ∪ x) : Ĥi(G,A) → Ĥi+r(G,A⊗Z X)

(− ∪ x∨) : Ĥi+r(G,A⊗Z X)→ Ĥi(G,A)
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are inverse, which will finish; here (− ∪ x∨) is using the following evaluation map

(A ⊗Z X) ⊗Z HomZ(X,Z)→ A
b ⊗ y ⊗ f 7→ f(y)b.

We have now checks for our morphisms to be inverse.

• On one hand, pick up a ∈ Ĥi(G,A). Then we can use Lemma 48 on the commuting square

A⊗Z X ⊗Z HomZ(X,Z) A⊗Z Z b⊗ y ⊗ f b⊗ f(y)

A⊗Z X ⊗Z HomZ(X,Z) A b⊗ y ⊗ f f(y)b

to evaluate (
(− ∪ x∨) ◦ (− ∪ x)

)
(a) = (a ∪ x) ∪ x∨ = a ∪ (x ∪ x∨) = a ∪ [1] = a.

• On the other hand, pick up a∨ ∈ Ĥi+r(G,A⊗Z X). Then we can use Lemma 48 on the commuting
square

(A⊗Z X)⊗Z HomZ(X,Z)⊗Z X A⊗Z X b⊗ y ⊗ f ⊗ y′ f(y)b⊗ y′

(A⊗Z X)⊗Z HomZ(X,X) A⊗Z X b⊗ y ⊗ (y0 7→ f(y0)y′) b⊗ f(y)y′

to evaluate(
(− ∪ x) ◦ (− ∪ x∨)

)
(a) = (a ∪ x∨) ∪ x = a∨ ∪ (x∨ ∪ x) = a∨ ∪ [idX ] = a∨.

The above checks complete the proof. �

Something nice that falls out of this theory is that we are able to compute the cohomology groups of our
encoding modules.

Corollary 92. Let G be a finite group, and let X be an r-encoding module with encoding element x ∈
Ĥr(G,X). Then the cup products

(− ∪ x) : Ĥi(G,Z)→ Ĥi+r(G,X)

are isomorphisms for all i ∈ Z.

Proof. Plug in Z into Theorem 91. �

Remark 93. It is conceivable that one can build a converse for Theorem 91. In the case where X is finitely
generated, one can use duality arguments due to the canonical isomorphism

A ' HomZ(HomZ(A,Q/Z),Q/Z)

for finitely generated G-modules. However, in general, this seems to be difficult because the analogous version
of Proposition 84 is nontrivial to prove.

3.9. Torsion-Free Encoding. In the theory of periodic cohomology, one can show that it is enough to
check the single cohomology group

Ĥr(G,Z) ∼= Z/#GZ
for some index r ∈ Z to get r-periodic cohomology. We might hope that something similar is true for our
r-encoding modules. To this end, we pick up the following “integral” duality statement.

Proposition 94. Let G be a finite group, and let X be a Z-free G-module. Then the cup-product pairing
induces an isomorphism

Ĥi(G,HomZ(X,Z))→ HomZ

(
Ĥ−i(G,X), Ĥ0(G,Z)

)
for all i ∈ Z. Indeed, this is a duality upon identifying Ĥ0(G,Z) with 1

#GZ/Z ⊆ Q/Z.
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Proof. This proof is analogous to [CE56, Theorem XII.6.6]. The key to the proof is the short exact sequence

(3.6) 0→ Z→ Q→ Q/Z→ 0.

The main point is that X being Z-free implies that X is projective (as an abelian group), so we can apply
HomZ(X,−) to get out the short exact sequence

(3.7) 0→ HomZ(X,Z)→ HomZ(X,Q)→ HomZ(X,Q/Z)→ 0.

Now, note that the multiplication-by-n endomorphism on HomZ(X,Q) is an isomorphism (namely, Q is a

divisible abelian group), so the same will be true of Ĥi(G,HomZ(X,Q)) for any i ∈ Z. However, these

cohomology groups must be #G-torsion, so in fact Ĥi(G,HomZ(X,Q)) = 0 for all i ∈ Z.
Similarly, we note that we can hit (3.7) with the functor −⊗Z X to get another short exact sequence

(3.8) 0→ HomZ(X,Z)⊗Z X → HomZ(X,Q)⊗Z X → HomZ(X,Q/Z)⊗Z X → 0.

Notably, this is exact because X is Z-free and hence flat as a Z-module. Now, HomZ(X,Q) ⊗Z X is still a

divisible abelian group, so again Ĥi(G,HomZ(X,Q)) = 0 for all i ∈ Z.
The rest of the proof is tracking boundary morphisms around. Fix some i ∈ Z. Note (3.6) and (3.7) and

(3.8) induce boundary isomorphisms

δ : Ĥ−1(G,Q/Z) → Ĥ0(G,Z)

δh : Ĥi−1(G,HomZ(X,Q/Z)) → Ĥi(G,HomZ(X,Z))

δt : Ĥ
−1(G,HomZ(Q/Z)⊗Z X)→ Ĥ0(G,HomZ(X,Z)⊗Z X).

We also note that we have a morphism of short exact sequences

0 HomZ(X,Z)⊗Z X HomZ(X,Q)⊗Z X HomZ(X,Q/Z)⊗Z X 0

0 Z Q Q/Z 0

ηZ ηQ ηQ/Z

where the η• are evaluation maps. Now, Proposition 80 tells us that

Ĥi−1(G,HomZ(X,Q/Z))→ HomZ

(
Ĥ−i(G,X), Ĥ−1(G,Q/Z)

)
a 7→ (b 7→ ηQ/Z(a ∪ b))

is an isomorphism. Composing this with various other isomorphisms, we can build the isomorphism

Ĥi(G,X∨)→ Ĥi−1(G,X∗)→ Hom
(
Ĥ−i(G,X), Ĥ−1(G,Q/Z)

)
→ Hom

(
Ĥ−i(G,X), Ĥ0(G,Q/Z)

)
a 7→ δ−1

h a 7→
(
b 7→ ηQ/Z(δ−1

h a ∪ b)
)

7→
(
b 7→ δηQ/Z(δ−1

h a ∪ b)
)

where X∨ := HomZ(X,Z) and X∗ := HomZ(X,Q/Z), for brevity. This gives an isomorphism between the
desired objects, but to prove the result we need to show that the above map is a 7→ (b 7→ ηZ(a ∪ b)). Well,

given a ∈ Ĥi(G,HomZ(X,Z)) and b ∈ Ĥ−i(G,X), properties of the boundary morphisms tells us

δηQ/Z
(
δ−1
h a ∪ b

)
= ηZδt

(
δ−1
h a ∪ b

)
= ηZ

(
δhδ
−1
h a ∪ b

)
= ηZ(a ∪ b),

which is what we wanted. �

Remark 95. The hypothesis that X be Z-free is necessary: the statement is false for X = Z/#GZ and
i = 0, for example.

And here is our result.

Proposition 96. Let G be a finite group, and let X be a Z-free G-module. The following are equivalent.

(a) X is an r-encoding module.

(b) Ĥr(G,X) ∼= Z/#GZ and Ĥ0(G,HomZ(X,X)) ∼= Z/#GZ.

(c) Ĥr(G,X) ∼= Z/#GZ and Ĥ0(G,HomZ(X,X)) is cyclic.
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Proof. For brevity, set n := #G. That (a) implies (b) is not hard: Corollary 81 tells us that Ĥr(G,X) ∼=
Z/nZ, and then being an r-encoding module promises an isomorphism

Ĥ0(G,HomZ(X,X)) ' Ĥr(G,X) ∼= Z/nZ.

Continuing, we see that (b) implies (c) easily. Thus, the interesting direction is showing that (c) implies (a).

For this, we use Proposition 94 and Proposition 84. We are given x ∈ Ĥr(G,X) of order n, so we note
that there is a morphism

Ĥr(G,X) ' Z/nZ = Ĥ0(G,Z)

sending x to [1]. Thus, Proposition 94 grants x∨ ∈ Ĥ−r(G,HomZ(X,Z)) such that

x ∪ x∨ = [1] ∈ Ĥ0(G,Z).

It remains to check that x∨ ∪ x = [idX ] ∈ Ĥ0(G,HomZ(X,X)). This is more difficult.
For this, we will show that

(3.9) (x ∪ −) : Ĥ0(G,HomZ(X,X))→ Ĥr(G,X)

is injective while showing that x∨ ∪ x and idX have the same image under (x ∪ −).
Indeed, on one hand, let A be a G-module (which we will set to be X shortly), and we claim that the

composite

Ĥr(G,A)
x∨∪−→ Ĥ0(G,HomZ(X,A))

x∪−→ Ĥr(G,A)

is the identity. To see this, pass the commutativity of the diagram

X ⊗Z HomZ(X,Z)⊗Z A X ⊗Z HomZ(X,A) x0 ⊗ f ⊗ a0 x0 ⊗
(
y 7→ f(y)a0

)
Z⊗Z A A f(x0)⊗ a0 f(x0)a0

through Lemma 48 to compute that, for any a ∈ Ĥp(G,A),

(3.10) x ∪ x∨ ∪ a = [1] ∪ a = a,

as desired. Taking A = X, It follows that

x ∪ (x∨x) = x = x ∪ [idX ].

Now, it remains to show that the map (x∪−) from (3.9) is injective. Well, note [idX ] ∈ Ĥ0(G,HomZ(X,X))

has order n: if k[idX ] = 0, then 0 = k(x ∪ [idX ]) = kx, so n | k. Because Ĥ0(G,HomZ(X,X)) is cyclic (by

hypothesis!) and n-torsion, we conclude that in fact Ĥ0(G,HomZ(X,X)) is cyclic of order n generated by
[idX ]. Thus, we note that there is a unique morphism

Ĥ0(G,HomZ(X,X)) ∼= Z/nZ ∼= Ĥr(G,X)

sending [idX ] to 1 to x, and this map is an isomorphism. However, (x∪−) sends [idX ] to x as well, so (x∪−)
is an isomorphism and thus injective. �

Example 97. The Z-free condition is necessary. As in Remark 78, let G := Z/pZ act on X := Z/pZ
trivially. Then

Ĥ0(G,HomZ(X,X)) ' Ĥ0(G,X) ∼= Ĥ−1(G,X) = Z/pZ.
However, X is not a (−1)-encoding module because

Ĥ1(G,HomZ(X,Z)) ' Ĥ1(G, 0) = 0 6∼= Z/pZ = Ĥ0(G,Z).

Remark 98. As we will discuss later in Remark 107, the requirement that X be Z-free is not too serious.

Example 99. To see that Ĥ0(G,HomZ(X,X)) being cyclic is necessary, we use the example from Exam-
ple 64. Let G = 〈σ〉 ' Z/2Z act on X := Z[i] = Z⊕ Zi by conjugation. Then

Ĥ0(G,X) ' Ĥ0(G,Z)⊕ Ĥ0(G,Zi) ' Z/2Z,
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but

Ĥ0(G,HomZ(X,X)) ' Ĥ0(G,HomZ(Z,Z))⊕ Ĥ0(G,HomZ(Z,Zi))

⊕ Ĥ0(G,HomZ(Zi,Z))⊕ Ĥ0(G,HomZ(Zi,Zi))

comes out to Z/2Z⊕ 0⊕ 0⊕ Z/2Z. Thus,

Ĥ0(G,HomZ(X,X)) 6∼= Ĥ0(G,X),

so X is not a 0-encoding module even though X is Z-free and Ĥ0(G,X) ∼= Z/#GZ.

In some sense, the issue with the above example is that we could decompose our G-module into A ⊕ B
when in fact there is no reason to talk about these sorts of G-modules as encoding modules.

Corollary 100. Let G be a finite p-group. If A ⊕ B is a finitely generated Z-free r-encoding module, then
one of A or B is an r-encoding module and the other is cohomologically equivalent to 0.

Proof. This follows quickly from the check in Proposition 96. On one hand,

Ĥ0(G,HomZ(A⊕B,A⊕B)) ' Ĥ0(G,HomZ(A,A))⊕ Ĥ0(G,HomZ(A,B))

⊕ Ĥ0(G,HomZ(B,A))⊕ Ĥ0(G,HomZ(B,B))

tells us that both Ĥ0(G,HomZ(A,A)) and Ĥ0(G,HomZ(B,B)) are both cyclic because Ĥ0(G,HomZ(A ⊕
B,A⊕B)) is.

On the other hand, we note

Ĥr(G,A)⊕ Ĥr(G,B) ' Ĥr(G,A⊕B) ∼= Z/#GZ,

so we are forced to have Ĥr(G,A) ∼= Z/#GZ or Ĥr(G,B) ∼= Z/#GZ because G is a finite p-group.
Thus, one of A or B is an r-encoding module; without loss of generality, say that A is. It remains to show

that B is cohomologically equivalent to 0. Well, we have

Ĥ0(G,HomZ(A,A)) ∼= Ĥr(G,A) = Z/#GZ

because A is an r-encoding module, so the embedding

Ĥ0(G,HomZ(A,A))︸ ︷︷ ︸
Z/#GZ

⊕Ĥ0(G,HomZ(B,B)) ↪→ Ĥ0(G,HomZ(A⊕B,A⊕B))︸ ︷︷ ︸
Z/#GZ

forces Ĥ0(G,HomZ(B,B)) = 0. As such, Corollary 63 finishes. �

Remark 101. It is conceivable that Corollary 100 is true without requiring A⊕B to be Z-free nor G to be
a p-group.

3.10. New Encoding Modules From Old. The goal of this section is to build encoding modules up from
smaller ones.

Proposition 102. Let G be a finite group. Given an r-encoding module A and an s-encoding module B, the
G-module A⊗Z B is an (r + s)-encoding module.

Proof. By Corollary 77, we have natural isomorphisms

Ĥ0(G,HomZ(A,−)) ' Ĥr(G,−) and Ĥr(G,HomZ(B,−)) ' Ĥr+s(G,−).

Whiskering, we have a natural isomorphism

Ĥ0(G,HomZ(A⊗Z B,−)) ' Ĥr(G,HomZ(A,HomZ(B,−)))

' Ĥr(G,HomZ(B,−))

' Ĥr+s(G,−),

which is what we wanted. �

Remark 103. With some care, it is possible to use Corollary 69 combined with Example 105 (below) to show
this result. The difficulty in realizing this approach lies in the fact that r and s need not both be nonnegative.
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Proposition 104. Let G be a finite group, and let X be an r-encoding module. Then HomZ(X,Z) is a
(−r)-encoding module.

Proof. We use Proposition 84. For brevity, we set X∨ := HomZ(X,Z) and X∨∨ := HomZ(X∨,Z). Observe
that there is a (canonical) map ϕ : X → X∨∨ by

ϕ(x) : f 7→ f(x).

By Proposition 84, we may find x ∈ Ĥr(G,X) and x∨ ∈ Ĥ−r(G,X∨) such that

x ∪ x∨ = [1] ∈ Ĥ0(G,Z) and x∨ ∪ x = [idX ] ∈ Ĥ0(G,HomZ(X,X)).

As such, we set y := x∨ and y∨ := (−1)rϕ(x). The commutative diagram

X ⊗Z X
∨ Z x⊗ f f(x)

X∨∨ ⊗Z X
∨ Z (g 7→ g(x))⊗ f f(x)

ϕ⊗id

tells us that we may evaluate

ϕ(x) ∪ x∨ = x ∪ x∨ = [1] ∈ Ĥ0(G,Z),

so y ∪ y∨ = [1] ∈ Ĥ0(G,Z) after being careful with signs.
On the other hand, we set A = B = X for clarity and define ψ : HomZ(A,B)→ HomZ(B∨, A∨) by

ψ(f) : g 7→ (g ◦ f),

yielding the commutative diagram

A∨ ⊗Z B HomZ(A,B) f ⊗ b
(
a 7→ f(a)b

)
A∨ ⊗Z HomZ(B∨,Z) HomZ(B∨, A∨) f ⊗

(
g 7→ g(b)

) (
g 7→ g(b)f

)ψid⊗ϕ

which tells us that we may evaluate

x∨ ∪ ϕ(x) = ψ(x∨ ∪ x) = ψ([idX ]) = [idX∨ ] ∈ Ĥ0(G,HomZ(X∨, X∨)),

so y∨ ∪ y = [idX∨ ] after being careful with signs. This completes the proof. �

Example 105. Example 72 established that I⊗rG is an r-encoding module for r ≥ 0. By Proposition 104,

HomZ
(
I⊗rG ,Z

)
is a (−r)-encoding module for −r ≤ 0. Thus, we have established existence for r-encoding

modules for all r ∈ Z.

Corollary 106. Let G be a finite group, and let X be a finitely generated r-encoding module. Letting Xt

denote the Z-torsion subgroup of X, we have that Xt is a G-submodule of X, and X/Xt is an r-encoding
module.

Proof. To see that Xt is a G-submodule, we note that any x ∈ Xt has some k ∈ Z such that kx = 0, so any
g ∈ G will have

k · gx = g(kx) = g · 0 = 0.

Thus, Xt ⊆ X is preserved by G.
It remains to show that Xf := X/Xt is an r-encoding module. To begin, we claim that

(3.11) HomZ(HomZ(X,Z),Z) ∼= HomZ(HomZ(Xf ,Z),Z)

as G-modules; by Proposition 104, this will imply that HomZ(HomZ(Xf ,Z),Z) is an r-encoding module. To
see this, we note that the short exact sequence

0→ Xt → X → Xf → 0

becomes the left exact sequence

0→ HomZ(Xf ,Z)→ HomZ(X,Z)→ HomZ(Xt,Z).

However, HomZ(Xt,Z) = 0 because Xt is Z-torsion, so the above left exact sequence witnesses the isomor-
phism HomZ(Xf ,Z) ∼= HomZ(X,Z). Applying HomZ(−,Z) again yields (3.11).
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To finish, we note that

ϕ : Xf → HomZ(HomZ(Xf ,Z),Z)

by x 7→ (f 7→ f(x)) is a G-module morphism and isomorphism of abelian groups because Xf is torsion-
free and finitely generated. Thus, ϕ is an isomorphism of G-modules, implying that Xf is an r-encoding
module. �

Remark 107. Even though Example 74 asserts that not all r-encoding modules X are Z-torsion-free, Corol-
lary 106 explains that we can canonically obtain a Z-torsion-free r-encoding module from X in the form of
HomZ(HomZ(X,Z),Z) ∼= X/Xt.

Proposition 108. Let G be a finite group, and let

0→ X ′ →M → X → 0

be a Z-split short exact sequence such that M is an induced G-module. Then X is an r-encoding module if
and only if X ′ is an (r + 1)-encoding module.

Proof. Given a G-module A, we recall that HomZ(−, A) is a shiftable functor by Lemma 40, so HomZ(M,A)
is induced. Now, because the short exact sequence is Z-split, we have the short exact sequence

0→ HomZ(X,A)→ HomZ(M,A)→ HomZ(X ′, A)→ 0

which gives the isomorphism

δA : Ĥ0(G,HomZ(X ′, A))→ Ĥ1(G,HomZ(X,A))

because HomZ(M,A) is induced. In fact, the δA make a natural isomorphism δ• : Ĥ0(G,HomZ(X ′,−)) ⇒
Ĥ1(G,HomZ(X,−)): given a G-module morphism f : A→ B, the morphism of short exact sequences

0 HomZ(X,A) HomZ(M,A) HomZ(X ′, A) 0

0 HomZ(X,B) HomZ(M,B) HomZ(X ′, B) 0

f f f

induces the desired commuting square, as follows.

Ĥ0(G,HomZ(X ′, A)) Ĥ1(G,HomZ(X,A))

Ĥ0(G,HomZ(X ′, B)) Ĥ1(G,HomZ(X,B))

δA

δB

f f

We now proceed with the proof. In one direction, if X is an r-encoding module, then Corollary 77 promises
us a natural isomorphism

Φ• : Ĥ1(G,HomZ(X,−))⇒ Ĥr+1(G,−),

so the composite

Ĥ0(G,HomZ(X ′,−))
δ•⇒ Ĥ1(G,HomZ(X,−))

Φ•⇒ Ĥr+1(G,−)

shows that X ′ is an (r+ 1)-encoding module. The other direction is analogous, concatenating with δ−1
• . �

Example 109. Fix a finite group G generated by S := 〈σ1, . . . , σn〉, and let M := Z[G]#S have basis {ei}mi=1.
Then there is a projection π : Z[G]#G � IG by sending ei 7→ (σi − 1), giving the short exact sequence

0→ kerπ → Z[G]#S → IG → 0.

This short exact sequence is Z-split because IG is Z-free. Because Z[G]#S ∼= Z[G]⊗Z Z#S is induced and IG
is a 1-encoding module, we conclude that kerπ is a 2-encoding module by Proposition 108.

By this point, we have a wide array of ways of making p-encoding modules, so we call it quits here.
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3.11. A Perfect Pairing. We close this section with a hint of Artin reciprocity. The main goal of this
subsection is to prove the following result.

Theorem 110. Let G be a finite group, and let X and A be G-modules and r ∈ Z be an index. Then, if
there exists an element c ∈ Hr(G,X) such that the cup-product maps

(c ∪ −) : Ĥ−r(G,HomZ(X,Z))→ Ĥ0(G,Z)

(c ∪ −) : Ĥ0(G,HomZ(X,A)) → Ĥr(G,A)

are isomorphisms, then the cup-product pairing induces an isomorphism

Ĥr(G,A)→ HomZ

(
Ĥ−r(G,HomZ(X,Z)), Ĥ0(G,HomZ(X,A))

)
.

Proof. Applying Lemma 48 to the commutative square

X ⊗Z HomZ(X,Z)⊗Z A X ⊗Z HomZ(X,A) x⊗ f ⊗ a x⊗ (y 7→ f(y)a)

Z⊗Z A A f(x)⊗ a f(x)a

we are able to conclude that any u ∈ Hp(G,A) makes the diagram

Ĥ−r(G,HomZ(X,Z)) Ĥ0(G,HomZ(X,A))

Ĥ0(G,Z) Ĥr(G,A)

−∪u

c∪−

−∪u

c∪−

commute. Now, by hypothesis, the left and right arrows are isomorphisms, so the commutativity means that
showing

Ĥr(G,A)→ HomZ

(
Ĥ−r(G,HomZ(X,Z)), Ĥ0(G,HomZ(X,A))

)
u 7→ (a 7→ (a ∪ u))

is an isomorphism is the same as showing that

Ĥr(G,A)→ HomZ

(
Ĥ0(G,Z), Ĥr(G,A)

)
u 7→ (k 7→ (k ∪ u))

is an isomorphism.

Setting n := #G, we see Ĥ0(G,Z) = Z/nZ, and the cup product we are looking at sends k ∈ Z/nZ and

u ∈ Ĥ2(G,A) to k ∪ u = ku by how the isomorphism Z⊗Z A ' A behaves. Thus, we are showing that

Ĥp(G,A)→ HomZ

(
Z/nZ, Ĥr(G,A)

)
u 7→ (k 7→ ku)

is an isomorphism.

However, Ĥr(G,A) is n-torsion, so in fact maps Z → Ĥp(G,A) automatically have nZ in their kernel

and hence reduce to maps Z/nZ→ Ĥr(G,A). Conversely, any map Z/nZ→ Ĥp(G,A) can be extended by

Z � Z/nZ to a map Z→ Ĥr(G,A), so we have a natural isomorphism

HomZ

(
Z/nZ, Ĥr(G,A)

)
' HomZ

(
Z, Ĥr(G,A)

)
f 7→ (k 7→ f([k]))

([k] 7→ f(k)) ← [ f.

In particular, it suffices to show that

Ĥr(G,A)→ HomZ

(
Z, Ĥr(G,A)

)
u 7→ (k 7→ ku)

is an isomorphism. But this is a standard fact about the functor HomZ, so we are done. �

We now synthesize this with the theory we have been building.
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Corollary 111. Let G be a finite group, and let X be an r-encoding module. Then, given a G-module A,
the cup-product pairing induces an isomorphism

Ĥr(G,A)→ HomZ

(
Ĥ−r(G,HomZ(X,Z)), Ĥ0(G,HomZ(X,A))

)
.

Proof. We apply Theorem 110 to our case; we take c to be the x of Corollary 75. The cup-product maps in
question are isomorphisms by Corollary 77. Thus, Theorem 110 kicks in, completing the proof. �

Remark 112. The other side of the pairing

Ĥ−r(G,HomZ(X,Z))→ HomZ

(
Ĥr(G,A), Ĥ0(G,HomZ(X,A))

)
need not be an isomorphism; for example, take A = 0.

Remark 113. When X is a Z-free 2-encoding module, we can think about HomZ(X,−) as an algebraic
torus T . For example, if L/K is an extension of local fields, and the torus T splits over L, then the above
statement says that the Artin reciprocity map

(uL/K ∪ −) : Ĥ−2(L/K,X∗(T ))→ Ĥ0(L/K, TL)

uniquely determines uL/K ∈ Ĥ2(L/K,L×). It is conceivable that a sufficiently concrete description of this
reciprocity map might then be able to describe uL/K .

4. Group Laws of Group Extensions

Having established some background of what we expect from our encoding modules, we will spend the
next few sections building a particularly nice example of a 2-encoding module with ties to classifying group
extensions.

Much of the theory in this section will be similar to that built in [AS78] and [Tig81]. In particular,
providing a group law for the extensions built from our G-module A is essentially the same problem as being
able to write down a group law for abelian crossed products. Regardless, we will build the theory from the
ground.

4.1. Motivating Results. Throughout this section, G will be a finite group and A will be a G-module; we
will write the group operation of A and the group action of G on A both multiplicatively.1 To sketch the
idea here, begin with an extension

1→ A→ E π→ G→ 1.

We know that we can abstractly represent E as the set A×G with some group law dictated by a 2-cocycle
in Z2(G,A), so we expect that E can be presented by A and a choice of lifts from G, with some specially
chosen relations.

Here are some basic observations realizing this idea. We start by lifting a single element of G.

Lemma 114. Let A be a G-module, and let

1→ A→ E π→ G→ 1

denote a group extension. Further, fix some σ ∈ G of order nσ, and find F ∈ E such that σ = π(F ). Then

α := Fnσ

has α ∈ A〈σ〉.

Proof. A priori, we only know that α ∈ E , so we compute

π(α) = π (Fnσ ) = σnσ = 1,

so α ∈ kerπ = A. Thus, we may say that

σ(α) = FαF−1 = Fnσ = α,

so α ∈ A〈σ〉, as desired. �

We can make the above proof more explicit by specifying the group law of E .

1We denote the group law on A multiplicatively for two reasons: a key example will be A = L× where L is some local field,

and we do not want to denote the group law of an extension E of G by A additively because E need not be abelian.
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Lemma 115. Let A be a G-module. Picking up some 2-cocycle c ∈ Z2(G,A), let

1→ A→ Ec
π→ G→ 1

be the corresponding extension. Fixing σ ∈ G of order nσ, let F := (m,σ) ∈ Ec be a lift. Supposing
c(1, σ) = 1, then

Fnσ = Nσ(m)

nσ−1∏
i=0

c
(
σi, σ

)
,

where Nσ :=
∑nσ−1
i=0 σi.

Proof. This is a direct computation. By induction, we can show that

F k =

(
k−1∏
i=0

σi(m)c
(
σi, σ

)
, σk

)
for k ∈ N. Indeed, there is nothing to say for k = 0, and the inductive step merely expands out F k · F .

It follows that

Fnσ =

(
nσ−1∏
i=0

σi(m) ·
nσ−1∏
i=0

c
(
σi, σ

)
, 1

)
,

which is what we wanted. �

Having this explicit formula lets us say how α changes as we vary the lift.

Proposition 116. Let A be a G-module. Fixing a cohomology class u ∈ H2(G,A), let

1→ A→ E π→ G→ 1

be a group extension whose isomorphism class corresponds to u. Further, fix some σ ∈ G of order nσ, and
let Aσ := A〈σ〉 be the fixed submodule. Then the set

SE,σ := {Fnσ : π(F ) = σ}

is an equivalence class in Aσ/Nσ(A), independent of the choice of E; here, Nσ :=
∑nσ−1
i=1 σi.

Proof. Note that SE,σ ⊆ Aσ already from Lemma 114.
The point is to use Lemma 115. Note the extension E corresponds to the equivalence class u ∈ H2(G,A),

so let c ∈ Z2(G,A) be a representative. Letting Ec be the extension constructed from c, we are promised an
isomorphism ϕ : E ∼= Ec making the following diagram commute.

1 A E G 1

1 A Ec G 1

π

πc

ϕ

We start by claiming that SE,σ = SEc,σ, which will show that SE,σ is independent of the choice of represen-
tative E . To show SE,σ ⊆ SEc,σ, note that α ∈ SE,σ has F ∈ E with π(F ) = σ and α = Fnσ . Pushing this
through ϕ, we see ϕ(F ) ∈ Ec has

πc(ϕ(F )) = ϕ(π(F )) = σ and ϕ(F )nσ = ϕ(Fnσ ) = α,

so α ∈ SEc,σ follows. An analogous argument with ϕ−1 shows the other needed inclusion.
It thus suffices to show that SEc,σ is an equivalence class in Aσ/Nσ(A). However, this is exactly what

Lemma 115 says as we let the possible lifts F = (m,σ) ∈ Ec of σ vary over m ∈ A. �

The fact that we are taking elements of G to equivalence classes in Aσ/Nσ (A) is reminiscent of the
(inverse) Artin reciprocity map, and indeed that is exactly what is going on.

Corollary 117. Work in the context of Proposition 116. Then

Sσ := SE,σ = [σ] ∪ [Res c],

where ∪ : Ĥ−2(〈σ〉,Z)× Ĥ2(〈σ〉, A)→ Ĥ0(〈σ〉, A) is the cup product in Tate cohomology.
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Proof. Note that Sσ ∈ Aσ/Nσ(A) = Ĥ0(〈σ〉, A), so the conclusion at least makes sense.
Now, using notation as in the proof of Proposition 116, we recall that Sσ = SEc,σ, so it suffices to prove

the result for Ec. Well, by Lemma 115, Sσ ∈ Aσ/Nσ(A) is represented by

nσ−1∏
i=0

c
(
σi, σ

)
,

which is exactly the cup product [σ] ∪ [c]. �

Corollary 118. Let L/K be a finite Galois extension of local fields with Galois group G := Gal(L/K).
Further, let

1→ L× → E π→ G→ 1

be an L/K-gerb bound by Gm whose isomorphism class corresponds to the fundamental class uL/K ∈
H2(G,L×). Further, fix some σ ∈ G of order nσ, and let Lσ := L〈σ〉 be the fixed field. Then

θ−1
L/Lσ

(σ) = {Fnσ : π(F ) = σ} .

Proof. Recalling θ−1
L/Lσ

is a cup product map, note that θ−1
L/Lσ

(σ) is given by [σ] ∪ uL/K . So we are done by

Corollary 117. �

The above results are all interested in lifting single elements of G and studying how they behave on their
own. In the discussion that follows, we will need to study how the lifts interact with each other, but for now,
we will justify why lifts are adequate to study at all.

Proposition 119. Let A be a G-module. Further, let

1→ A→ E π→ G→ 1

be a group extension. Given elements Σ ⊆ G which generate G, then E is generated by A and a set of lifts
{Fσ}σ∈Σ with π(Fσ) = σ for each σ ∈ Σ.

Proof. Fix some element w ∈ E , which we need to exhibit as a product of elements in A and Fσs. Well,
because the σ ∈ Σ generate G, we know that π(w) ∈ G can be written as

π(w) =

m∏
σ∈Σ

σaσ

for some sequence of integers {aσ}σ∈Σ ∈ N⊕Σ. It follows that

π

(
w∏

σ∈Σ F
aσ
σ

)
= 1,

so w/
∏
σ∈Σ F

aσ
σ ∈ kerπ = A. Thus, we set a ∈ A to be the quotient w/

∏
σ∈Σ F

aσ
σ so that

w = a ·
∏
σ∈Σ

F aσσ ,

which is what we wanted. �

4.2. Tuple Relations. The results from subsection 4.1 are very focused on single elements σ ∈ G and the
cyclic groups they generate, but we will be more interested in dealing with more general abelian groups G.
If we want to keep track of the fact our group is abelian, we should extract the elements of A which can do
so.

Lemma 120 ([AS78, Lemma 1.2]). Let G be an abelian group and A be a G-module, and let

1→ A→ E π→ G→ 1

be a group extension. Further, fix some F1, F2 ∈ E and define σi := π(Fi) for i ∈ {1, 2}, and let σi ∈ G have
order ni. Then, setting

αi := Fnii and β := F1F2F
−1
1 F−1

2 ,

we have the following.

(a) αi ∈ A〈σi〉 for i ∈ {1, 2} and β ∈ A.

(b) N1(β) = α1/σ2(α1) and N2(β−1) = α2/σ1(α2), where Ni :=
∑ni−1
p=0 σpi .
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Proof. These checks are a matter of force. For brevity, we set Ai := A〈σi〉 for i ∈ {1, 2}.
(a) That αi ∈ Ai follows from Lemma 114. Lastly, β ∈ A follows from noting

π(β) = π(F1)π(F2)π(F1)−1π(F2)−1 = 1,

so β ∈ kerπ = A. Note we have used the fact that G is abelian.
(b) We will check that NL/L1

(β) = α1/σ2(α1); the other equality follows symmetrically after switching

1s and 2s because β−1 = F2F1F
−1
2 F−1

1 . Well, we compute

N1(β) = σ−1
1 (β) · σ−2

1 (β) · σ−3(β) · . . . · σ−n1(β)

= F−1
1

(
F1F2F

−1
1 F−1

2

)
F1

· F−2
1

(
F1F2F

−1
1 F−1

2

)
F 2

1

· F−3
1

(
F1F2F

−1
1 F−1

2

)
F 3

1 · . . .
· F−n1

1 (F1F2F
−1
1 F−1

2 )Fn1
1

= F2F
−1
1

· F−1
1

· F−1
1 · . . .

· F−1
1 F−1

2 Fn1
1

= F2F
−n1
1 F−1

2 Fn1
1

= α1/σ2(α1).

The above computations finish the proof. �

The proof of (b) above might appear magical, but in fact it comes from a more general idea.

Lemma 121 ([AS78, Lemma 1.1(b)]). Fix everything as in Lemma 120. Then, for x, y ≥ 0, we have

F x1 F
y
2 =

x−1∏
k=0

y−1∏
`=0

(
σk1σ

`
2(β)F y2 F

x
1

)
.

Proof. We induct. We take a moment to write out the case of x = 1, for which we induct on y. To be
explicit, we will prove

F1F
y
2 =

y−1∏
`=0

σ`2(β)F y2 F1.

For y = 0, there is nothing to say. So suppose the statement for y (and x = 1), and we show y + 1 (and
x = 1). Well, we compute

F1F
y+1
2 = F1F

y
2 · F2

=

y−1∏
`=0

σ`2(β)F y2 F1 · F2

=

y−1∏
`=0

σ`2(β)F y2 βF2F1

=

y−1∏
`=0

σ`2(β) · σy2 (β)F y2 · F2F1

=

(y+1)−1∏
`=0

σ`2(β) · F y+1
2 F1,

which is what we wanted.
We now move on to the general case. We will induct on y. Note that y = 0 makes the product empty,

leaving us with F x1 = F x1 , for any x. So suppose that the statement is true for some y ≥ 0, and we will show
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y+ 1. For this, we now turn to inducting on x. For x = 0, we note that the product is once again empty, so
we are left with showing F y+1

2 = F y+1
2 , which is true.

To finish, we suppose the statement for x and show the statement for x+ 1. Well, we compute

F x+1
1 F y+1

2 = F1 · F x1 F
y+1
2

= F1 ·
x−1∏
k=0

(y+1)−1∏
`=0

σk1σ
`
2(β) · F y+1

2 F x1

= σ1

x−1∏
k=0

(y+1)−1∏
`=0

σk1σ
`
2(β)

 · F1F
y+1
2 F x1

=

(x+1)−1∏
k=1

(y+1)−1∏
`=0

σk1σ
`
2(β) · F1F

y+1
2 F x1

=

(x+1)−1∏
k=1

(y+1)−1∏
`=0

σk1σ
`
2(β) ·

(y+1)−1∏
`=0

σ`2(β) · σy2 (β) · F y+1
2 F1 · F x1

=

(x+1)−1∏
k=0

(y+1)−1∏
`=0

σk1σ
`
2(β)F y+1

2 F x+1
1 ,

which is what we wanted. �

Remark 122. Setting x = n1 and y = 1 recovers NL/L〈σ1〉(β) = α1/σ2(α1).

Roughly speaking, Remark 122 tells us that coherence of the group law in E should give rise to relations
between our elements of A. Namely, trying to expand out the group law as placed constraints on our
α1, α2, β. Here is another example.

Lemma 123 ([AS78, Lemma 1.2]). Let A be a G-module, and let

1→ A→ E π→ G→ 1

be a group extension. Further, fix some F1, F2, F3 ∈ E and define σi := π(Fi) for i ∈ {1, 2, 3}, and let σi ∈ G
have order ni. Then, setting

βij := FiFjF
−1
i F−1

j

for each pair of indices (i, j) with i > j. Then

σ2(β31)

β31
=
σ1(β32)

β32
· σ3(β21)

β21
.

Proof. The point is to turn F3F2F1 into F1F2F3 in two different ways. On one hand,

(F3F2)F1 = β32F2F3F1

= β32F2β31F1F3

= β32σ2(β31)(F2F1)F3

= β32σ2(β31)β21F1F2F3.

On the other hand,

F3(F2F1) = F3β21F1F2

= σ3(β21)(F3F1)F2

= σ3(β21)β31F1(F3F2)

= σ3(β21)β31F1β32F2F3

= σ3(β21)β31σ1(β32)F1F2F3.

Thus,

β32σ2(β31)β21 = σ3(β21)β31σ1(β32),

which rearranges into the desired equation. �
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Remark 124. The relation from Lemma 123 may look asymmetric in the βij, but this is because the defini-
tions of the βijs themselves are asymmetric in Fi. For example, swapping all 1s and 2s, will indeed recover
the same relation.

Remark 125. So far we have mostly been able to recover the results from subsection 4.1 beyond working
with just a single σ ∈ G and αs to be able to work with lots of group elements in G and some βs. We have
not built an analogue for Corollary 117, though we will explain that it is possible to do so much later in
Remark 172.

4.3. Tuples to Cocycles.

4.3.1. The Set-Up. The preceding lemmas Lemma 120 and Lemma 123 are intended to give intuition that
the element β is helping to specify the group law on E .

More concretely, we will take the following set-up for the following results: fix a G-module A, and let

1→ A→ E → G→ 1

be a group extension. Once we choose elements {σi}mi=1 generating G, we know by Proposition 119 that we
can generate E by A and some arbitrarily chosen lifts {Fi}mi=1 of the {σi}mi=1. Then, letting ni be the order
of σi, we set

αi := Fnii

for each index i and

βij := FiFjF
−1
i F−1

j

for each index 1 ≤ j, i ≤ m. Notably, it suffices to only work with j < i: indeed, βii = 1 and βij = β−1
ji for

any i and j. Setting Ai := A〈σi〉 and Ni :=
∑ni−1
p=0 σpi , the story so far is that

(4.1) αi ∈ Ai for each i and βij ∈ A for each i > j

and

(4.2) Ni(βij) = αi/σj(αi) and Nj(β
−1
ij ) = αj/σi(αj) for each i > j

by Lemma 120, and

(4.3)
σj(βik)

βik
=
σk(βij)

βij
· σi(βjk)

βjk
for each i > j > k

by Lemma 123. This data is so important that we will give it a name.

Definition 126. In the above set-up, the data of ({αi}, {βij}) satisfying (4.1) and (4.2) and (4.3) will be
called a {σi}mi=1-tuple. When understood, the {σi}mi=1 will be abbreviated. Once G and A are fixed, we will
denote the set of {σi}mi=1-tuples by T (G,A).

Note that this definition is independent of E , but a choice of extension E and lifts Fi give a {σi}mi=1-tuple
as described above.

Remark 127. The T (G,A) form a group under multiplication in A. Indeed, the conditions (4.1) and (4.2)
and (4.3) are closed under multiplication and inversion.

We also know from Lemma 121 that

F xi F
y
j =

x−1∏
k=0

y−1∏
`=0

σki σ
`
j(βij)F

y
j F

x
i

for i > j and x, y ≥ 0. It will be helpful to have some notation for the residue term in A, so we define

σ(x) :=

x−1∑
i=0

σi

so that we can write

σ
(x)
i σ

(y)
j βij =

x−1∏
k=0

y−1∏
`=0

σki σ
`
j(βij).
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Now, combined with the fact that Fix = σi(x)Fi for each Fi and x ∈ A, we have been approximately told
how the group operation works in E . Namely, we could conceivably write any element of E in the form

xF a11 · · ·F amm

for x ∈ A and ai ∈ Z/niZ because we know how to make these elements commute and generate E . Further,
we can multiply out two terms of the form

xF a11 · · ·F amm · yF b11 · · ·F bmm

into a term of the form zF c11 · · ·F cmm . In fact, it will be helpful for us to see how to do this.

Proposition 128. Fix everything as in the set-up, except drop the assumption that {σi}mi=1 generate G.
Then, choosing ai, bi ∈ N for each i, we have(

m∏
i=1

F aii

)(
m∏
i=1

F bii

)
=

 ∏
1≤j<i≤m

( ∏
1≤k<j

σak+bk
k

)( ∏
j≤k<i

σakk

)
σ

(ai)
i σ

(bj)
j βij

( m∏
i=1

F ai+bii

)
.

Proof. The reason that we dropped the assumption on {σi}mi=1 is so that we may induct directly on m. We
start by showing that(

m∏
i=1

F aii

)
F b11 =

 ∏
1<i≤m

 ∏
1≤k<i

σakk

σ
(ai)
i σ

(b1)
1 βi1

F a1+b1
1

m∏
i=2

F aii .

We do this by induction on m. When m = 0 and even for m = 1, there is nothing to say. For the inductive
step, we assume (

m∏
i=1

F aii

)
F b11 =

 ∏
1<i≤m

 ∏
1≤k<i

σakk

σ
(ai)
i σ

(b1)
1 βi1

F a1+b1
1

m∏
i=2

F aii

and compute(
m+1∏
i=1

F aii

)
F b11 =

(
m∏
i=1

F aii

)
F
am+1

m+1 F
b1
1

=

(
m∏
i=1

F aii

)
σ

(am+1)
m+1 σ

(b1)
1 βm+1,1F

b1
1 F

am+1

m+1

=

[(
m∏
k=1

σakk

)
σ

(am+1)
m+1 σ

(b1)
1 βm+1,1

] ∏
1<i≤m

( ∏
1≤k<i

σakk

)
σ

(ai)
i σ

(b1)
1 βi1

 ·
F a1+b1

1

(
m∏
i=2

F aii

)
F
am+1

m+1

=

 ∏
1<i≤m+1

 ∏
1≤k<i

σakk

σ
(ai)
i σ

(b1)
1 βi1

F a1+b1
1

(
m+1∏
i=2

F aii

)
,

which completes our inductive step.
We now attack the statement of the proposition directly, again inducting on m. For m = 0 and even for

m = 1, there is again nothing to say. For the inductive step, take m > 1, and we get to assume that(
m∏
i=2

F aii

)(
m∏
i=2

F bii

)
=

 ∏
2≤j<i≤m

( ∏
2≤k<j

σak+bk
k

)( ∏
j≤k<i

σakk

)
σ

(ai)
i σ

(bj)
j βij

( m∏
i=2

F ai+bii

)
.
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From here, we can compute(
m∏
i=1

F aii

)(
m∏
i=1

F bii

)
=

(
m∏
i=1

F aii

)
F b11

(
m∏
i=2

F bii

)

=

 ∏
1<i≤m

( ∏
1≤k<i

σakk

)
σ

(ai)
i σ

(b1)
1 βi1

F a1+b1
1

(
m∏
i=2

F aii

)(
m∏
i=2

F bii

)

=

 ∏
1<i≤m

( ∏
1≤k<i

σakk

)
σ

(ai)
i σ

(b1)
1 βi1

F a1+b1
1 ·

 ∏
2≤j<i≤m

( ∏
2≤k<j

σak+bk
k

)( ∏
j≤k<i

σakk

)
σ

(ai)
i σ

(bj)
j βij

( m∏
i=2

F ai+bii

)

=

 ∏
1<i≤m

( ∏
1≤k<i

σakk

)
σ

(ai)
i σ

(b1)
1 βi1

 ·
σa1+b1

1

 ∏
2≤j<i≤m

( ∏
2≤k<j

σak+bk
k

)( ∏
j≤k<i

σakk

)
σ

(ai)
i σ

(bj)
j βij

( m∏
i=2

F ai+bii

)
.

From here, a little rearrangement finishes the inductive step. �

The reason we exerted this pain upon ourselves is for the following result.

Proposition 129. Fix everything as in the set-up. Then, if well-defined, we can represent the cohomology
class corresponding to E by the cocycle

c(g, h) :=

 ∏
1≤j<i≤m

( ∏
1≤k<j

σak+bk
k

)( ∏
j≤k<i

σakk

)
σ

(ai)
i σ

(bj)
j βij

 m∏
i=1

( ∏
1≤k<i

σak+bk
k

)
α

⌊
ai+bi
ni

⌋
i

 ,
where g =

∏
i σ

ai
i and h =

∏
i σ

bi
i .

Observe that Proposition 129 has a fairly strong hypothesis that c is well-defined; we will return to this
later.

Proof. Very quickly, we use the division algorithm to define

ai + bi = niqi + ri

where qi ∈ {0, 1} and 0 ≤ ri < ni. In particular,

gh =

m∏
i=1

F rii .

Now, because the elements σi generate G, we see that the lifts σi 7→ Fi defines a section s : G→ E . As such,
we can compute a representing cocycle for our cohomology class as

c(g, h) = s(g)s(h)s(gh)−1

=

(
m∏
i=1

F aii

)(
m∏
i=1

F bii

)(
m∏
i=1

F rii

)−1

=

 ∏
1≤j<i≤m

( ∏
1≤k<j

σak+bk
k

)( ∏
j≤k<i

σakk

)
σ

(ai)
i σ

(bj)
j βij

( m∏
i=1

F ai+bii

)(
m∏
i=1

F
−rm−i+1

m−i+1

)
.

It remains to deal with the last products; we claim that it is equal to(
m∏
i=1

F ai+bii

)(
m∏
i=1

F
−rm−i+1

m−i+1

)
=

m∏
i=1

( ∏
1≤k<i

σak+bk
k

)
αqii ,
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which will finish the proof. We induct on m; for m = 0 and m = 1, there is nothing to say. For the inductive
step, we assume that (

m∏
i=2

F ai+bii

)(
m−1∏
i=1

F
−rm−i+1

m−i+1

)
=

m∏
i=2

( ∏
2≤k<i

σak+bk
k

)
αqii

and compute(
m∏
i=1

F ai+bii

)(
m∏
i=1

F
−rm−i+1

m−i+1

)
= F a1+b1

1

(
m∏
i=2

F ai+bii

)(
m−1∏
i=1

F
−rm−i+1

m−i+1

)
F−a1−b11 F a1+b1−r1

1

= F a1+b1
1

 m∏
i=2

( ∏
2≤k<i

σak+bk
k

)
αqii

F−a1−b11 αq11

=

 m∏
i=2

( ∏
1≤k<i

σak+bk
k

)
αqii

αq11

=

m∏
i=1

( ∏
1≤k<i

σak+bk
k

)
αqii ,

finishing. �

4.3.2. The Modified Set-Up. A priori we have no reason to expect that the c constructed in Proposition 129
is actually a cocycle, especially if the σi have nontrivial relations.

To account for this, we modify our set-up slightly. By the classification of finitely generated abelian
groups, we may write

G '
m⊕
k=1

Gk,

where Gk ⊆ G with Gk ∼= Z/nkZ and nk > 1 for each nk. As such, we let σk be a generating element of Gk
so that we still know that the σk generate G. In this case, we have the following result.

Theorem 130 ([AS78, Theorem 1.3]). Fix everything as in the modified set-up, forgetting about the extension
E. Then a {σi}mi=1-tuple of {αi}mi=1 and {βij}i>j makes

c(g, h) :=

 ∏
1≤j<i≤m

( ∏
1≤k<j

σak+bk
k

)( ∏
j≤k<i

σakk

)
σ

(ai)
i σ

(bj)
j βij

 m∏
i=1

( ∏
1≤k<i

σak+bk
k

)
α

⌊
ai+bi
ni

⌋
i

 ,
where g :=

∏
i σ

ai
i with h :=

∏
i σ

aj
j and 0 ≤ ai, bi < ni, into a cocycle in Z2(G,A).

Proof. Note that c is now surely well-defined because the elements g and h have unique representations as
described. Anyway, we relegate the direct cocycle check to Appendix A because it is long, annoying, and
unenlightening. We will also present an alternative proof in Theorem 154, using more abstract theory. �

Observe that the above construction has now completely forgotten about E ! Namely, we have managed to
go from tuples straight to cocycles; this is theoretically good because it will allow us to go fully in reverse: we
will be able to start with a tuple, build the corresponding cocycle, from which the extension arises. However,
equivalence classes of cocycles give the “same” extension, so we will also need to give equivalence classes for
tuples as well.

4.4. Building Tuples. We continue in the modified set-up of the previous section. There is already an
established way to get from a cocycle to an extension, which means that it should be possible to go straight
from the cocycle to a {σi}mi=1-tuple. Again, it will be beneficial to write this out.

Lemma 131. Fix everything as in the modified set-up, but suppose that E = Ec is the extension generated
from a cocycle c ∈ Z2(G,A). Then, if Fi = (xi, σi) are our lifts, we have

αi = Ni(xi) ·
ni−1∏
k=0

c
(
σki , σi

)
and βij =

xi
σj(xi)

· σi(xj)
xj

· c(σi, σj)
c(σj , σi)
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for each αi and βij.

Proof. The equality for the αi follow from Lemma 115. For the equality about βij , we simply compute by
brute force, writing

FiFj = (xi · σixj · c(σi, σj), σiσj)
FjFi = (xj · σjxi · c(σj , σi), σjσi)

(FjFi)
−1 =

(
(σjσi)

−1(xj · σjxi · c(σj , σi))−1, σ−1
i σ−1

j

)
,

which gives

βij = (FiFj)(FjFi)
−1

=

(
xi
σjxi

· σixj
xj
· c(σi, σj)
c(σj , σi)

, 1

)
,

finishing. �

Here is a nice sanity check that we are doing things in the right setting: not only can we build tuples
from extensions, but we can find an extension corresponding to any tuple.

Corollary 132. Fix everything as in the modified set-up, forgetting about the extension E. Given any
{σi}mi=1-tuple of {αi}mi=1 and {βij}i>j, there exists an extension E and lifts Fi of the σi so that

αi = Fnii and βij = FiFjF
−1
i F−1

j .

Proof. From Theorem 130, we may build the cocycle c ∈ Z2(G,A) defined by

(4.4) c(g, h) :=

 ∏
1≤j<i≤m

( ∏
1≤k<j

σak+bk
k

)( ∏
j≤k<i

σakk

)
σ

(ai)
i σ

(bj)
j βij

 m∏
i=1

( ∏
1≤k<i

σak+bk
k

)
α

⌊
ai+bi
ni

⌋
i

 ,
where g :=

∏
i F

ai
i and h :=

∏
i F

aj
j and 0 ≤ ai, bi < ni. As such, we use E := Ec to be the corresponding

extension and Fi := (1, σi) as our lifts. We have the following checks.

• To show αi = Fnii , we use Lemma 131 to compute Fnii , which means we want to compute

ni−1∏
k=0

c
(
σki , σi

)
.

Well, plugging c
(
σki , σi

)
into (4.4), we note that all β

(akb`)
k` terms vanish (either ak = 0 or b` = 0 for

each k 6= `), so the big left product completely vanishes.
As for the right product, the only term we have to worry about is( ∏

1≤k<i

σ0+0
k

)
α

⌊
k+1
ni

⌋
i ,

which is equal to 1 when k ≤ ni − 1 and αi when k = ni − 1. As such, we do indeed have αi = Fnii .

• To show βij = FiFjF
−1
i F−1

j for i > j, we again use Lemma 131 to compute FiFjF
−1
i F−1

j , which
means we want to compute

c(σi, σj)

c(σj , σi)
.

Plugging into (4.4) once more, there is no way to make b(ak + bk)/nkc nonzero (recall we set nk > 1
for each k) in either c(σi, σj) or c(σj , σi). As such, the right-hand product term disappears.

As for the left product, we note that it still vanishes for c(σj , σi) because i > j implies that either
ak = 0 or b` = 0 for each k > `. However, for c(σi, σj), we do have ai = 1 and bj = 1 only, so we
have to deal with exactly the term( ∏

1≤k<j

σak+bk
k

)( ∏
j≤k<i

σakk

)
βij .

With i > j and ak = bk = 0 for k /∈ {i, j}, we see that the product of all the σks will disappear,
indeed only leaving us with βij .
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The above computations complete the proof. �

And here is our first taste of (partial) classification.

Corollary 133. Fix everything as in the modified set-up, forgetting about the extension E. Then the formula
of Theorem 130 and the formulae of Lemma 131 (setting xi = 1 for each i) are homomorphisms of abelian
groups between tuples in T (G,A) and cocycles in Z2(G,A). In fact, the formula of Theorem 130 is a section
of the formulae of Lemma 131.

Proof. The formulae in Theorem 130 and Lemma 131 are both large products in their inputs, so they are
multiplicative (i.e., homomorphisms). It remains to check that we have a section. Well, starting with a
{σi}mi=1-tuple and building the corresponding cocycle c by Theorem 130, the proof of Corollary 132 shows
that the formulae of Lemma 131 recovers the correct {σi}mi=1-tuple. �

4.5. Equivalence Classes of Tuples. We continue in the modified set-up. We would like to make Corol-
lary 133 into a proper isomorphism of abelian groups, but this is not feasible; for example, the cocycle c
generated by Theorem 130 will always have c(σj , σi) = 1 for i > j, which is not true of all cocycles in
Z2(G,A).

However, we did have a notion that the data of a {σi}mi=1 should be enough to specify the group law of the
extension that the tuple comes from, so we do expect to be able to define all extensions—and hence achieve
all cohomology classes—from a specially chosen {σi}mi=1-tuple.

To make this precise, we want to define an equivalence relation on tuples which go to the same cohomology
class and then show that the map Theorem 130 is surjective on these equivalence classes. The correct
equivalence relation is taken from Lemma 131.

Definition 134. Fix everything as in the modified set-up. We say that two {σi}mi=1-tuples ({αi}, {βij}) and
({α′i}, {β′ij}) are equivalent if and only if there exist elements x1, . . . , xm ∈ A such that

αi = Ni(xi) · α′i and βij =
xi

σj(xi)
· σi(xj)

xj
· β′ij

for each αi and βij. We may notate this by ({αi}, {βij}) ∼ ({α′i}, {β′ij}).
Remark 135. It is not too hard to see directly from the definition that this is in fact an equivalence relation.
In fact, the set of tuples equivalent to the “trivial” tuple of all 1s is closed under multiplication (and inversion)
and hence forms a subgroup of T (G,A). As such, the set of equivalence classes forms a quotient group of
T (G,A). We will denote this quotient group by T (G,A).

This notion of equivalence can be seen to be the correct one in the sense that it correctly generalizes
Proposition 116.

Proposition 136 ([AS78, Theorem 1.4]). Fix everything as in the modified set-up with an extension E. As
the lifts Fi change, the corresponding values of

αi := Fnii and βij := FiFjF
−1
i F−1

j

go through a full equivalence class of {σi}mi=1-tuples.

Proof. We proceed as in Proposition 116. Given an extension E ′, let SE′ be the set of {σi}mi=1-tuples
generated as the lifts Fi change. We start by showing that an isomorphism ϕ : E ∼= E ′ of extensions implies
that SE = SE′ ; by symmetry, it will be enough for SE ⊆ SE′ . The isomorphism induces the following diagram.

1 A E G 1

1 A E ′ G 1

π

π′

ϕ

To show that SE ⊆ SE′ , pick up some {σi}mi=1-tuple ({αi}, {βij}) generated from lifts Fi ∈ E (i.e., π(Fi) = σi),
where

αi := Fnii and βij := FiFjF
−1
i F−1

j .

Now, we note that F ′i := ϕ(Fi) will have

π(F ′i ) = π(ϕ(Fi)) = ϕ(π(Fi)) = σi
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by the commutativity of the diagram, so the F ′i are lifts of the σi. Further, we see that

(F ′i )
ni = ϕ(Fi)

ni = ϕ (Fnii ) = ϕ(αi) = αi

for each i, and

F ′iF
′
j(F
′
i )
−1(F ′j)

−1 = ϕ
(
FiFjF

−1
i F−1

j

)
= ϕ(βij) = βij

for each i > j. Thus, ({αi}, {βij}) is a {σi}mi=1-tuple generated by lifts from E ′, implying that ({αi}, {βij}) ∈
SE′ .

It now suffices to show the statement in the proposition for a specific extension isomorphic to E . Well,
the isomorphism class of E corresponds to some cohomology class in H2(G,A), for which we let c be a
representative; then E ' Ec, so we may show the statement for E := Ec. Indeed, as the lifts Fi = (xi, σi)
change, we know by Lemma 131 that

αi = Ni(xi) ·
ni−1∏
k=0

c
(
σki , σi

)
and βij =

xi
σj(xi)

· σi(xj)
xj

· c(σi, σj)
c(σj , σi)

for each αi and βij . All of these live in the same equivalence class by definition of the equivalence, and as
the xi are allowed to vary over all of A, they will fill up that equivalence class fully. This finishes. �

We are now ready to upgrade our section.

Corollary 137. Fix everything as in the modified set-up, forgetting about the extension E. Fixing a co-
homology class [c] ∈ H2(G,A), the set of {σi}mi=1-tuples which correspond to [c] (via Theorem 130) forms
exactly one equivalence class.

Proof. We show that two tuples are equivalent if and only if their corresponding cocycles (via Theorem 130)
to the same cohomology class, which will be enough.

In one direction, suppose ({αi}, {βij}) ∼ ({α′i}, {β′ij}). By Corollary 132, we can find an extension E which
gives ({αi}, {βij}) by choosing an appropriate set of lifts. By Proposition 136, we see that ({α′i}, {β′ij}) must

also come from choosing an appropriate set of lifts in E . However, the cocycles in Z2(G,A) generated by
Theorem 130 from our two tuples now both represent the isomorphism class of E by Proposition 129, so
these cocycles belong to the same cohomology class.

In the other direction, name the cocycles corresponding to ({αi}, {βij}) and ({α′i}, {β′ij}) by c and c′

respectively, and suppose [c] = [c′]. Then Ec ∼= Ec′ as extensions, but we know by the proof of Corollary 132
that ({αi}, {βij}) comes from choosing lifts of Ec and similar for ({α′i}, {β′ij}). In particular, because Ec ∼= Ec′ ,
we know that ({α′i}, {β′ij}) will also come from choosing some lifts in Ec (recall the proof of Proposition 136),
so ({αi}, {βij}) ∼ ({α′i}, {β′ij}) follows. �

Theorem 138. The maps described in Corollary 133 descend to an isomorphism of abelian groups between
the equivalence classes in T (G,A) and cohomology classes in H2(G,A).

Proof. The fact that the maps are well-defined (in both directions) and hence injective is Corollary 137. The
fact that we had a section from tuples to cocycles implies that the map from cocycles to tuples was also
surjective. Thus, we have a bona fide isomorphism. �

4.6. Classification of Extensions. We remark that we are now able to classify all extensions up to iso-
morphism, in some sense. At a high level, an isomorphism class of extensions corresponds to a particular
cohomology class in H2(G,A), so choosing a {σi}mi=1-tuple ({αi}, {βij}) corresponding to this class, we can
write out a representative of this cocycle by Theorem 130, properly corresponding to the original extension
by Proposition 129.

In fact, the cocycle in Proposition 129 is generated by the description of the group law in Proposition 128,
and the entire computation only needed to use the following relations, for the appropriate choice of lifts Fi.

(a) Fix = σi(x)Fi for each i and x ∈ A.
(b) Fnii = αi for each i.

(c) FiFjF
−1
i F−1

j = βij for each i > j; i.e., FiFj = βijFjFi.

As such, the above relations fully describe the extension because they also specify the cocycle, and we know
that this cocycle is well-defined. We summarize this discussion into the following theorem.
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Theorem 139. Fix everything as in the modified set-up, forgetting about the extension E. Further, fix a
{σi}mi=1-tuple ({αi}, {βij}), and define the group E({αi}, {βij}) as being generated by A and elements {Fi}ni=1

having the following relations.

(a) Fix = σi(x)Fi for each i and x ∈ A.
(b) Fnii = αi for each i.
(c) FiFj = βijFjFi for each i > j.

Then the natural embedding A ↪→ E({αi}, {βij}) and projection π : E({αi}, {βij}) � G by Fi 7→ σi makes
E({αi}, {βij}) into an extension. In fact, all extensions are isomorphic to some E({αi}, {βij}).

Proof. This follows from the preceding discussion, though we will provide a few more words in this proof.
The exactness of

1→ A→ E({αi}, {βij})
π→ G→ 1

follows quickly. Further, the action of conjugation of E on A corresponds correctly to the G-action by (a).
So we do indeed have an extension.

It remains to show that all extensions are isomorphic to one of this type. Well, note that Proposition 128
and Proposition 129 use only the above relations to write down a cocycle representing the isomorphism class
of E({αi}, {βij}), and it is the cocycle corresponding to the {σi}mi=1-tuple ({αi}, {βij}) itself as described in
Theorem 130.

However, we know that as the equivalence class of ({αi}, {βij}) changes, we will hit all cohomology classes
in H2(G,A) by Theorem 138. Thus, because every extension is represented by some cohomology class, every
extension will be isomorphic to some E({αi}, {βij}). This completes the proof. �

4.7. Change of Group. We continue in the modified set-up, but we will no longer need access to an
extension E . In this subsection, we are interested in what happens to tuples when the cocycle operations
of Inf : H2

(
G/H,AH

)
→ H2(G,A) and Res: H2(G,A) → H2(H,A) are applied, where H ⊆ G is some

subgroup.
In general, this is difficult because the structure of a subgroup H ⊆ G might not be particularly amenable

to forming a tuple from a tuple in G. More concretely, H might have generators which look very different
from those of G. However, it will be enough for our purposes to restrict our attention to the subgroups of
the form

H = 〈σd11 , . . . , σdmm 〉,
where the {di}mi=1 are some positive integers with di | ni for each i. With that said, here are our computations.
We begin with inflation.

Lemma 140. Fix everything as in the modified set-up, forgetting about the extension E. Further, let H :=
〈σd11 , . . . , σdmm 〉 be a subgroup with d• | n•, and let σi be the image of σi in G/H. Consider the inflation map
Inf : H2

(
G/H,AH

)
→ H2(G,A).

If the cocycle c ∈ Z2
(
G/H,AH

)
gives the {σi}mi=1-tuple ({αi}, {βij}) (by Corollary 133), then the cocycle

Inf c ∈ Z2(G,A) gives the {σi}mi=1-tuple

Inf({αi}, {βij}) := ({αi}, {βij}) =
({
α
ni/di
i

}
, {βij}

)
.

Proof. The point is to use the explicit formulae for the αi and βij of Lemma 131.
More explicitly, the map of Corollary 133 tells us that we can compute the tuple for Inf c by using our

explicit formulae for αi and βij on the 2-cocycle Inf c ∈ Z2(G,A). For some αi, the computation is

αi =

ni−1∏
k=0

(Inf c)
(
σki , σi

)
=

ni−1∏
k=0

c
(
σki , σi

)
=

(
di−1∏
k=0

c
(
σki , σi

))ni/di
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where the last equality is because σdii = 1 in G/H. In fact, di is the order of σi, so the product is just αi by
Lemma 131 and how we defined αi. It follows

αi = α
ni/di
i .

Continuing, for some βij , we have

βij =
(Inf c)(σi, σj)

(Inf c)(σj , σi)

=
c(σi, σj)

c(σj , σi)

= βij ,

where the last equality is by how we defined βij . These computations complete the proof. �

Remark 141. We can also the statement of Lemma 140 as asserting that the diagram

Z2
(
G/H,AH

)
Z2(G,A)

T
(
G/H,AH

)
T (G,A)

Inf

Inf

commutes, where the vertical morphisms are from Corollary 133.

Remark 142. In light of the fact that the cohomology class of some Inf c ∈ Z2(G,A) is only defined up
to the cohomology class of c ∈ Z2

(
G/H,AH

)
, changing an input tuple ({αi}, {βij}) ∈ T

(
G/H,AH

)
up to

equivalence will not change the cohomology class of the associated cocycle in c ∈ Z2
(
G/H,AH

)
and hence

will not change the cohomology class of Inf c nor the equivalence class of Inf({αi}, {βij}) ∈ T (G,A). All
this is to say that we have a well-defined map

Inf : T
(
G/H,AH

)
→ T (G,A)

and commutative diagram

T
(
G/H,AH

)
T (G,A)

H2
(
G/H,AH

)
H2(G,A)

Inf

Inf

induced by modding out from Remark 141.

Restriction is similar.

Lemma 143. Fix everything as in the modified set-up, forgetting about the extension E. Further, let H :=
〈σd11 , . . . , σdmm 〉 be a subgroup with d• | n•. Consider the restriction map Res: H2 (G,A)→ H2(H,A).

If the cohomology class [c] ∈ H2 (G,A) is represented by the {σi}mi=1-tuple ({αi}, {βij}), then the coho-

mology class [Res c] is represented by the {σdii }mi=1-tuple

({αi}, {βij}) =
({
α

1di=ni
i

}
,
{
σ

(di1ni=di )

i σ
(dj1nj=dj )

j βij

})
.

Proof. As in the previous proof, we will simply define c by Theorem 130, and we will use the formulae of
Lemma 131 to retrieve the {σdii }-tuple for Res c. Indeed, we compute

αi =

ni/di−1∏
k=0

(Res c)
(
σdiki , σdii

)

=

ni/di−1∏
k=0

c
(
σdiki , σdii

)

=

ni/di−1∏
k=0

α
bdi(k+1)/nic
i ,
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where in the last equality we have used the construction of c. Now, if ni = di, and the product is empty,
and we get 1; otherwise, the last term of the product k = ni/di − 1 is the only term which does not return

1, and it returns αi. So this matches the claimed α
1ni=di
i .

Continuing, we compute

βij =
(Res c)

(
σdii , σ

dj
j

)
(Res c)

(
σ
dj
j , σ

di
i

)
=
c
(
σdii , σ

dj
j

)
c
(
σ
dj
j , σ

di
i

)
= c

(
σdii , σ

dj
j

)
,

where in the last step we have used the construction of c. Now, if ni = di or ni = dj , then we are computing

c
(

1, σ
dj
j

)
or c

(
σdii , 1

)
, which are both 1, as needed. Otherwise, di < ni and dj < nj , so

βij = β
(didj)
ij ,

which again is as claimed. �

Thankfully, we will really only care about inflation in the following discussion, but we will say that there
are analogues of Remark 141 and Remark 142.

4.8. Profinite Groups. In this subsection, we will use our results on change of group to extend our results
a little to allow profinite groups. As such, we will want to slightly modify our set-up; we will call the following
set-up the “profinite set-up.”

Let I be a poset category such that any pair of elements has an upper bound (i.e., a directed set), and let
the functor G• : Iop → FinAbGrp be an inverse system of finite abelian groups. These will create a profinite
group

G := lim←−
i∈I

Gi.

In order to be able to apply our theory, we will assume that G is a finite direct sum of procyclic groups as

G '
m⊕
k=1

〈σk〉

for some elements {σk}mk=1 ⊆ G. Further, we will require that the kernel Ni of the map G� Gi to take the
form

Ni :=
〈
σ
di,1
1 , . . . , σ

di,m
m

〉
in such a way that 〈σkNi〉 has order di,k. In short, our restriction on the Ni will allow our inflation maps
to be computable in the sense of Lemma 140. We quickly remark that, because the topology on G is the
coarsest one making the projections G� Gi continuous, the subsets {Ni}i∈I give a fundamental system of
open neighborhoods around the identity.

Remark 144. Of course, one could also start with G being a finite direct sum of procyclic groups and then
define the Ni and Gi accordingly. We have chosen the above approach because in application one might only
have access to select Gis, and it is not obvious how to choose these from such a “top-down” approach.

Example 145. To show that we are still allowing interesting groups, we can set

Gm,ν := Gal (Qp(ζpm−1)Qp(ζpν )/Qp) ' Gal (Qp(ζpm−1)/Qp)⊕Gal (Qp(ζpν )/Qp) ,

which becomes G = Gal
(
Qab
p /Qp

)
' Ẑ⊕ Z×p upon taking the inverse limit. It is not very hard to check that

the kernels are generated correctly; for example, when p is odd, we have Z×p ∼= Z/(p − 1)Z ⊕ Zp, and under
our isomorphisms, we will have

Gal (Q(ζpν )/Qp) ' Z/(p− 1)Z⊕ Zp/pν−1Zp,

so the kernel of G� Gm,ν is mẐ⊕ (Z/(p− 1)Z)1ν=0 ⊕ pν−1Zp.
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Remark 146. I’m not sure if such an explicit construction can be extended to other local fields K (say, via
Lubin–Tate theory). Because K× is not topologically finitely generated when K is in positive characteristic
(see for example [Neu99, Proposition II.5.7]) such a construction must do something subtle.

Let A be a discrete G-module. The main goal of this subsection is to be able to provide a notion of a
“compatible system” of tuples from each individual H2(Gi, A) to be able to exactly describe an element of
H2(G,A). To effect this, we have the following somewhat annoying checks.

Lemma 147. Suppose that P is a directed set, and let P ′ ⊆ P be a subcategory such that any x ∈ P has
some x′ ∈ P ′ such that x ≤ x′. Then, given a functor F : P → C, we have

lim−→
P
F ' lim−→

P′
F,

provided that both colimits exist.

Proof. For concreteness, if x ≤ y in P, we will let fyx : x→ y be the corresponding morphism; in particular,
x ≤ y ≤ z has fzx = fzyfyx. Now, for brevity, set

X := lim−→
P
F and X ′ := lim−→

P′
F.

By the Yoneda lemma, it suffices to fix some object Y ∈ C and show that MorC(X,Y ) ' MorC(X
′, Y ). Well,

morphsims X → Y are in (natural) bijection with cones under F with nadir Y , and morphisms X ′ → Y are
in (natural) bijection with cones under F ′ := F |P′ with nadir Y .

Thus, it suffices to give a natural bijection between cones under F with nadir Y and cones under F ′ with
nadir Y . Well, given a cone under F with nadir Y , we can simply restrict it to P ′ to get a cone under F ′.
In the other direction, given a cone under F ′ with nadir Y , we can build a cone under F with nadir Y as
follows; let ϕx′ : F (x′)→ Y for x′ ∈ P ′ be the corresponding morphisms in our cone.

For any x ∈ P, find x′ ∈ P ′ such that x ≤ x′. Then set

ϕx := ϕx′ ◦ fx′x
Note that ϕx is in fact independent of our choice of x′: if x ≤ x′1 and x ≤ x′2, then because P is a directed
set, we can find y ∈ P such that x′1, x

′
2 ≤ y and then y′ ∈ P ′ with y ≤ y′. Then

ϕx′• ◦ fx′•x = ϕy′ ◦ fy′x′• ◦ fx′•x
= ϕy′ ◦ fy′x

for x′• ∈ {x′1, x′2}. Anyway, we can check that the morphisms ϕ do assemble to a cone under F ′: if x ≤ y in
P, then find y′ ∈ P with x ≤ y ≤ y′, and we compute

ϕy ◦ fyx = ϕy′ ◦ fy′y ◦ fyx
= ϕy′ ◦ fy′x
= ϕx.

Thus, we do have a natural, well-defined map sending cones under F ′ with nadir Y to cones under F with
nadir Y . It is not too hard to see that these maps are inverse to each other (for example, the cone under F ′,
extended to F , does indeed restrict back to F ′ properly), which completes the proof. �

Remark 148. One can remove the hypothesis that the colimits exist and use essentially the same proof.

Proposition 149. Fix everything as in the profinite set-up. Then, given a discrete G-module A,

H2(G,A) ' lim−→
i∈I

H2
(
Gi, A

Ni
)
.

Here, the morphisms between the collection of H2
(
Gi, A

Ni
)

are induced by inflation: if i → j in I, then

Gj → Gi in FinAbGrp, giving an inflation map Inf : H2
(
Gi, A

Ni
)
→ H2

(
Gj , A

Nj
)
.

Proof. Let N be the poset category of open normal subgroups of G, reverse ordered under inclusion; i.e.,
N1 ⊆ N2 in G induces a map N2 → N1. Then it is already known that

H2(G,A) ' lim−→
N∈N

H2
(
G/N,AN

)
.
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On the other hand, observe that i ≤ j in I induces Gj → Gi, so Nj ⊆ Ni. In other words, i 7→ Ni will define
a functor I → N ; functoriality follows because I and N are poset categories. Letting N ′ denote the image
of I in N , we see

lim−→
i∈I

H2
(
Gi, A

Ni
)
' lim−→
N∈N ′

H2
(
G/N,AN

)
.

Notably, the inflation maps Inf : H2
(
Gi, A

Ni
)
→ H2

(
Gj , A

Nj
)

when i ≤ j become the inflation maps

Inf : H2
(
G/N,AN

)
→ H2

(
G/N ′, AN

′
)

when N ′ ⊆ N . So if we let F : N → AbGrp be the functor taking

N to H2
(
G/N,AN

)
(and N ⊆ N ′ to the inflation map), we are trying to show

lim−→
N
F = lim−→

N ′
F.

For this, we use Lemma 147. Indeed, for a given open normal subgroup N ∈ N , we need to find some
N ′ ∈ N ′ such that N ≤ N ′, which means N ′ ⊆ N .

However, the elements of N ′ are the collection {Ni}i∈I , which form a fundamental system of open neigh-
borhoods around the identity. Thus, the fact that N is an open set containing the identity implies there is
some Ni ∈ N ′ such that Ni ⊆ N . This finishes the proof. �

Observe that the above proofs did not use the extra hypotheses on G nor Ni to be products of procyclic
groups. We use these hypotheses now. To work more concretely, we note that any i ∈ I has

Gi '
G

Ni
'

m⊕
p=1

〈σp〉/〈σ
di,p
p 〉 '

m⊕
p=1

〈σp〉/〈σdi,pp 〉 ⊆
m⊕
p=1

Z/di,pZ

is a finite abelian group generated by the elements σpNi. By choosing the di,p appropriately, recall that we
also forced the order of σpNi to be di,p.

Regardless, the main point is that, given a discrete G-module A, we can consider the {σpNi}mp=1-tuples

T
(
Gi, A

Ni
)
. Now, as discussed above, i ≤ j in I induces a quotient map Gj ' G/Nj � G/Ni ' Gi. From

this, we have the following coherence check.

Lemma 150. Fix everything as in the profinite set-up, and let A be a discrete G-module. Then, given
i ≤ j ≤ k in I, the diagram

T
(
Gi, A

Ni
)

T
(
Gj , A

Nj
)

T
(
Gk, A

Nk
)

Inf

Inf
Inf

commutes. Here, the Inf maps are defined as in Lemma 140.

Proof. For each i ∈ I, we let ni,p denote the order of σpNi ∈ Gi. Using the definition of Inf from Lemma 140,
we just pick up some {σpNp}mp=1-tuple ({αp}, {βpq})-tuple in T

(
Gi, A

Ni
)

and track through the diagram as
follows.

({αp}, {βpq})
({
α
dj,p/di,p
p

}
, {βpq}

)
({
α

1dk,p=di,pdk,p/di,p
p

}
, {βpq}

) ({
α

(1dj,p=di,pdj,p/di,p)(1dk,p=dj,pdk,p/dj,p)
p

}
, {βpq}

)
Inf

InfInf

Notably, dk,p = di,p implies that these are both equal to dj,p because i ≤ j ≤ k upon tracking the order of
σp through our morphisms Gk → Gj → Gi. This completes the proof. �

And here is the result.

Theorem 151. Fix everything as in the profinite set-up, and let A be a discrete G-module. Then the
isomorphisms of Theorem 138 upgrade into an isomorphism

H2(G,A) ' lim−→
i∈I
T
(
Gi, A

Ni
)
.

Here the morphisms between the T
(
Gi, A

Ni
)

are inflation maps of Lemma 140.
56



ABELIAN EXTENSIONS

Proof. Note that the objects T
(
Gi, A

Ni
)

do make a directed system over I because of the commutativity

of Lemma 150. Namely, the lemma checks that I → AbGrp by i 7→ T
(
Gi, A

Ni
)

is actually functorial;

technically we must also check that the maps T
(
Gi, A

Ni
)
→ T

(
Gi, A

Ni
)

are the identity, but this follows
from the definition.

Now, by Proposition 149, we have

H2(G,A) ' lim−→
i∈I

H2
(
Gi, A

Ni
)
,

but now the natural isomorphism induced by Remark 142 induces an isomorphism of direct limits

lim−→
i∈I

H2
(
Gi, A

Ni
)
' lim−→

i∈I
T
(
Gi, A

Ni
)

given by the isomorphism of Theorem 138 acting pointwise. This completes the proof. �

Because there are reasonably explicit descriptions of direct limits of abelian groups, and we already have
an explicit description of each T

(
Gi, A

Ni
)

term in addition to a description of the inflation maps between

them, we will be content with our sufficiently explicit description of H2(G,A). So we call it done here.

5. Tuples as Encoding Modules

The story from section 4 was able to encode a cohomology class in H2(G,A) into a (somewhat complex)
tuple of elements in A. This mirrors the introductory comments from section 3, so we will spend this section
connecting the two stories.

5.1. Set-Up and Overview. The approach here will be to attempt to abstract our data away from the
G-module A as much as possible. To set up our discussion, we continue with

G '
m⊕
i=1

Gi,

where Gi = 〈σi〉 ⊆ G and σi has order ni. These variables allow us to define

Ti := (σi − 1) and Ni :=

ni−1∑
p=0

σpi

for each index i. In fact, it will be helpful to continue to use the notation

σ(a) :=

a−1∑
p=0

σp

for any σ ∈ G and nonnegative integer a ≥ 0; in particular, σ(0) = 0 and σ
(ni)
i = Ni. The main benefits to

this notation will be the facts that

σ(a+b) = σ(a) + σaσ(b) and σai = Tiσ
(a)
i + 1,

which can be seen by direct expansion. Given g ∈
∏n
p=1 σ

ap
p , we will also define the notation

g(i) :=

i−1∏
p=1

σapp

for i ≥ 0. In particular g(0) = g(1) = 1 and g(m+1) = g.2

The key to our discussion will be the magical map F : Z[G]m × Z[G](
m
2 ) → Z[G]m defined by

F :
(
(xi)

m
i=1, (yij)i>j

)
7→

(
xiNi −

i−1∑
j=1

yijTj +

m∑
j=i+1

yjiTj

)m
i=1

.

This is of course a G-module homomorphism. We will go ahead and state the main results we will prove.
Roughly speaking, F is manufactured to make the following result true.

2We are using a subscript here because we are more or less taking a subsequence of g.
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Proposition 152. Fix everything as in the set-up. Then the function

c(g) :=
(
g(i)σ

(ai)
i

)m
i=1

,

where g :=
∏m
i=1 σ

ai
i with 0 ≤ ai < ni for each i, is a 1-cocycle in Z1(G, cokerF).

The reason we care about this cocycle is that we can pass it through a boundary morphism induced by
the short exact sequence

0→ Z[G]m × Z[G](
m
2 )

kerF︸ ︷︷ ︸
X:=

F→ Z[G]m → cokerF → 0,

so we have a 2-cocycle δ(c) ∈ Z2(G,X); in fact, we will be able to explicitly compute δ(c) as a result of the
proof of Proposition 152.

Only now will we bring in tuples. The first result provides an alternate description of tuples.

Proposition 153. Fix everything as in the set-up, and now let A be a G-module. Then {σi}mi=1-tuples are
canonically isomorphic to HomZ[G](X,A) = H0(G,HomZ(X,A)).

The second result brings in the last ingredient, the cup product.

Theorem 154. Fix everything as in the set-up. Also, fix a G-module A and a {σi}mi=1-tuple ({αi}, {βij}).
Observe there is a natural cup product map

∪ : H2(G,X)×H0(G,HomZ(X,A))→ H2(G,A).

Then, using the isomorphism of Proposition 153, the cocycle defined in Theorem 130 is simply the output of
δ(c) ∪ ({αi}, {βij}) on cocycles.

Because we know that the cup product sends cocycles to cocycles, this will show that the cocycle of Theo-
rem 130 is in fact well-defined. More importantly, X will be a 2-encoding module.

5.2. Preliminary Work. We continue in the set-up of the previous subsection. Before jumping into any

hard logic, we define some (more) notation which will be useful later on as well. First, in Z[G]m × Z[G](
m
2 ),

we define

κp :=
(
(1i=p)i, (0)i>j

)
and λpq :=

(
(0)i, (1(i,j)=(p,q))i>j

)
for all relevant indices p and q so that the κp and λpq are a basis for Z[G]m × Z[G](

m
2 ) as a Z[G]-module.

Secondly, we define

εp := (1i=p)
m
i=1 ∈ Z[G]m

for all indices p, again giving a basis for Z[G]m as a Z[G]-module. For example, this notation lets us write

(5.1) F

 m∑
i=1

xiκi +
∑
i>j

yijλij

 =

m∑
i=1

xiNiεi +
∑
i>j

yij(Tiεj − Tjεi),

and

c(g) =

m∑
i=1

giσ
(ai)
i εi

where g :=
∏m
i=1 σ

ai
i .

Additionally, so that we do not need to interrupt our discussion later, we establish a few lemmas which
will aide our proof of Proposition 152.

Lemma 155. Fix everything as in the set-up. For any set of distinct indices {i1, . . . , ik} ⊆ {1, . . . ,m}, we
have

k⋂
p=1

imNip = im

k∏
p=1

Nip ,

where we are identifying x ∈ Z[G] with its associated multiplication map x : Z[G]→ Z[G].
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Proof. The point is that the elements of
⋂k
p=1 imNip and im

∏k
p=1Nip are both simply the elements whose

expansion in the form
∑
g cgg ∈ Z[G] have cg “constant in σp and σq.” More explicitly, of course,

∏k
p=1Nip ∈⋂k

p=1 imNip , so

im

k∏
p=1

Nip ⊆
k⋂
p=1

imNip .

In the other direction, suppose that we have some element

z :=
∑
{ai}i

c{ai}iσ
a1
1 · · ·σamm ∈

k⋂
p=1

imNip ,

the sum is over sequences {ai}mi=1 such that 0 ≤ ai < ni for each index i. We will show z ∈ im
∏k
p=1Nip .

Now, z ∈ imNr for given r is equivalent to z ∈ kerTr, but upon multiplying by (σr − 1) we see that we
are asking for∑

{ai}i

c{ai}iσ
a1
1 · · ·σ

ar−1

r−1 σ
ar
r σ

ar+1

r+1 · · ·σann =
∑
{ai}i

c{ai}iσ
a1
1 · · ·σ

ar−1

r−1 σ
ar+1
r σ

ar+1

r+1 · · ·σann .

In other words, this is asking for c(ai)i = c(ai)i+(1i=r)i , or more succinctly just that c is constant in the i = r
coordinate.

Thus, c is constant in all the i = ip coordinates for each index ip. Thus, we let d{ai}i/∈{ip} be the restricted

function equal to c(ai)i but forgetting the information input from any of the aip . This allows us to write

z =
∑
{ai}i

c{ai}iσ
a1
1 · · ·σamm

=
∑

{ai}i/∈{ip}

ni1−1∑
ai1=0

· · ·
nik−1∑
aik=0

d{ai}i/∈{ip}σ
a1
1 · · ·σamm

=

( ∑
{ai}i/∈{ip}

d{ai}i/∈{ip}

m∏
i=0
i/∈{ip}

σaii

)( ni1−1∑
ai1=0

σ
ai1
i1

)
· · ·

( nik−1∑
aik=0

σ
aik
ik

)
,

which is now manifestly in im
∏k
p=1Nip . �

Lemma 156. Fix everything as in the set-up. Then, given g :=
∏m
i=1 σ

ai
i , we have

g(i) = 1 +

i−1∑
p=1

g(p)σ
(ap)
p Tp

for i ≥ 1.

Proof. This is by induction. For i = 1, there is nothing to say. For the inductive step, we take i > 1 where
we may assume the statement for i− 1. Via some relabeling, we may make our inductive hypothesis assert

i−1∏
p=2

σapp = 1 +

i−1∑
p=2

(
p−1∏
q=2

σaqq

)
σ(ap)
p Tp.
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In particular, multiplying through by σa11 yields

g(i) = σa11 ·
i−1∏
p=2

σapp

= σa11 + σa11

i−1∑
p=2

(
p−1∏
q=2

σaqq

)
σ(ap)
p Tp

= σa11 +

i−1∑
p=2

g(p)σ
(ap)
p Tp

= 1 + σ
(a1)
1 T1 +

i−1∑
p=2

g(p)σ
(ap)
p Tp,

which is exactly what we wanted, after a little more rearrangement. �

And mostly because we can, we show that our main short exact sequence splits.

Lemma 157. Fix everything as in the set-up. Then consider Z-module map ρ : Z[G]m → Z[G]m defined by

ρ(gεi) := g(i)

(
σaii −Ni1ai=ni−1

)
εi +

m∑
j=i+1

g(j)σ
(aj)
j Tiεj ,

where g :=
∏m
i=1 σ

ai
i with 0 ≤ ai < ni. Then ρ descends to a map ρ : cokerF → Z[G]m witnessing the

Z-splitting of the short exact sequence

0→ X → Z[G]m → cokerF → 0.

Proof. Observe that we have a well-defined map ρ : Z[G]m → Z[G]m because Z[G]m is a free abelian group
generated by gεi for g ∈ G and indices i. It remains to show that imF ⊆ ker ρ to get a map ρ : cokerF →
Z[G]m and then to show that ρ(z) ≡ z (mod imF) to get the splitting. We show these individually.

To show that imF ⊆ ker ρ, we note from (5.1) that imF is generated over Z[G] by the elements Niεi and
Tiεj − Tjεi for g ∈ G and relevant indices i and j. Thus, imF is generated over Z by the elements gNiεi
and gTiεj − gTjεi for relevant indices i and j. Thus, we fix any g :=

∏n
i=1 σ

ai
i with 0 ≤ ai < ni and show

that gNiεi ∈ ker ρ and gTiεj − gTjεi ∈ ker ρ for relevant indices i and j.

• We show gNiεi ∈ ker ρ for any i. Because gNi = gσiNi, we may as well as assume that ai = 0. Then

ρ (gσai εi) = g(i)

(
σai −Ni1a=ni−1

)
εi +

m∑
j=i+1

g(j)σ
a
i σ

(aj)
j Tiεj .

As a varies from 0 to ni − 1, we note that the term g(i)

(
σai − Ni1a=ni−1

)
εi will only get the −Ni

contribution exactly once at a = ni − 1. Summing, we thus see that

ρ(gNiεi) = g(i)

(
−Ni +

ni−1∑
a=0

σai

)
εi +

ni−1∑
a=0

m∑
j=i+1

g(j)σ
a
i σ

(aj)
j Tiεj .

The left term vanishes because Ni =
∑ni−1
a=0 σai . Additionally, the right term vanishes because we

can factor out Ti
∑ni−1
a=0 σai = TiNi = 0. So gNiεi ∈ ker ρ.
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• We show gTpεq − gTqεp ∈ ker ρ for any p > q. Equivalently, we will show that ρ(gσpεq)− ρ(gεq) =
ρ(gσqεp)− ρ(gεp). On one hand, note

ρ(gσpεq) = g(q)

(
σaqq −Ni1aq=nq−1

)
εq

+

p−1∑
j=q+1

g(j)σ
(aj)
j Tqεj

+ g(p)

(
σ(ap+1)
p −Np1ap=np−1

)
Tqεp

+

m∑
j=p+1

σpg(j)σ
(aj)
j Tqεj

because g(j) doesn’t “see” the extra σp term until j > p. (For the j = p term, we would like to write

σ
(ap+1)
p above, but when ap = np − 1, we actually end up with σ

(0)
p = 0 and hence have to subtract

out σ
(np)
p = Np.) Thus,

ρ(gσpεq)− ρ(gεq) = g(p)

(
σapp −Np1ap=np−1

)
Tqεp +

m∑
j=p+1

g(j)σ
(aj)
j TpTqεj .

On the other hand, we have

ρ(gσqεp) = σqg(p)

(
σapp −Np1ap=np−1

)
εp +

m∑
j=p+1

σqg(j)σ
(aj)
j Tpεj

where this time all j > p also have j > q and so (σqg)(j) = σqg(j). Thus,

ρ(gσqεp)− ρ(gεp) = g(p)

(
σapp −Np1ap=np−1

)
Tqεp +

m∑
j=p+1

g(j)σ
(aj)
j TpTqεj ,

as desired.

We now check the splitting. For this, we simply need to check that ρ(gεi) ≡ gεi (mod imF), and we will
get the result for all elements of Z[G]m by additivity of ρ. Well, using Lemma 156, we write

gεi = g(i)σ
ai
i

(
m∏

j=i+1

σ
aj
j

)
εi

= g(i)σ
ai
i

(
1 +

m∑
j=i+1

(
j−1∏
q=i+1

σaqq

)
σ

(aj)
j Tj

)
εi

= g(i)σ
ai
i εi +

m∑
j=i+1

g(i)σ
ai
i

(
j−1∏
q=i+1

σaqq

)
σ

(aj)
j Tjεi

≡ g(i)σ
ai
i εi +

m∑
j=i+1

g(j)σ
(aj)
j Tiεj (mod imF),

where in the last step we have used the fact that Tjεi ≡ Tjεi (mod imF). Lastly, we note that hNiεi ≡ hεi
(mod imF) for any h ∈ G, so in fact

gεi ≡ g(i) (σaii −Ni1ai=ni−1) εi +

m∑
j=i+1

g(j)σ
(aj)
j Tiεj ,

and now the right-hand side is ρ(gεi). �
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5.3. Verification of 1-Cocycles. Here we prove Proposition 152. Namely, we show that the 1-cochain
c ∈ C1(G, cokerF) defined by

c(g) =

m∑
i=1

g(i)σ
(ai)
i εi

where g :=
∏m
i=1 σ

ai
i with 0 ≤ ai < ni is actually a 1-cocycle. It will be beneficial for us to do this by hand,

which is a matter of brute force. Set c ∈ C1 (G,Z[G]m) defined by

c(g) :=

m∑
i=1

g(i)σ
(ai)
i εi,

where g :=
∏m
i=1 σ

ai
i with 0 ≤ ai < ni. We will show that im dc ⊆ imF , which we will mean that

im dc = im dc = 0, where f 7→ f is the map C• (G,Z[G]m) � C• (G, cokerF) induced by modding out.

As such, we set g :=
∏m
i=1 σ

ai
i and h :=

∏m
i=1 σ

bi
i with 0 ≤ ai, bi < ni for each i. Then, using the division

algorithm, write

ai + bi = niqi + ri

where qi ∈ {0, 1} and 0 ≤ ri < ni for each i. Now, we want to show dc(g, h) ∈ imF , so we begin by writing

dc(g, h) = gc(h)− c(gh) + c(g)

=

m∑
i=1

(
gh(i)σ

(bi)
i εi −

i−1∏
p=0

σrpp σ
(ri)
i εi + g(i)σ

(ai)
i εi

)

=

m∑
i=1

(
gh(i)σ

(bi)
i εi − g(i)h(i)σ

(ri)
i εi + g(i)σ

(ai)
i εi

)
.(5.2)

We now go term-by-term in (5.2). The easiest is the middle term of (5.2), for which we write

g(i)h(i)σ
(ri)
i = g(i)h(i)σ

(ai+bi)
i − g(i)h(i)σ

ri
i σ

(niqi)
i

= g(i)h(i)σ
(ai+bi)
i − g(i)h(i)σ

ai+bi
i · qiNi

= g(i)h(i)σ
(ai+bi)
i − g(i)h(i) · qiNi,

where the last equality is because σiNi = Ni. Thus,

−
m∑
i=1

g(i)h(i)σ
(ri)
i εi = −

m∑
i=1

g(i)h(i)σ
(ai+bi)
i εi +

m∑
i=1

g(i)h(i) · qiNiεi

= −
m∑
i=1

g(i)h(i)σ
(ai+bi)
i εi +

m∑
i=1

F
(
g(i)h(i)qiκi

)
.

Now, using Lemma 156, the ith coordinate of the left term of (5.2) is

gh(i)σ
(bi)
i = g(i)σ

ai
i

(
m∏

j=i+1

σ
aj
j

)
hiσ

(bi)
i

= g(i)

(
1 +

m∑
j=i+1

(
j−1∏
q=i+1

σaqq

)
σ

(aj)
j Tj

)
h(i)σ

ai
i σ

(bi)
i

= g(i)h(i)σ
ai
i σ

(bi)
i +

m∑
j=i+1

(
g(i)σ

ai
i

j−1∏
q=i+1

σaqq

)
h(i)σ

(aj)
j σ

(bi)
i Tj

= g(i)h(i)σ
ai
i σ

(bi)
i +

m∑
j=i+1

g(j)h(i)σ
(aj)
j σ

(bi)
i Tj .
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And lastly, for the right term of (5.2), the ith coordinate is

g(i)σ
(ai)
i = g(i)

(
h(i) −

i−1∑
j=1

h(j)σ
(bj)
j Tj

)
σ

(ai)
i

= g(i)h(i)σ
(ai)
i −

i−1∑
j=1

g(i)h(j)σ
(ai)
i σ

(bj)
j Tj .

So to finish, we continue from (5.2), which gives

dc(g, h)−
m∑
i=1

F
(
g(i)h(i)qiκi

)
=

m∑
i=1

(
g(i)h(i)σ

ai
i σ

(bi)
i εi − g(i)h(i)σ

(ai+bi)
i εi + g(i)h(i)σ

(ai)
i εi

)
+

m∑
i=1

(
m∑

j=i+1

g(j)h(i)σ
(aj)
j σ

(bi)
i Tj −

i−1∑
j=1

g(i)h(j)σ
(ai)
i σ

(bj)
j Tj

)
εi

=

m∑
i=1

(
−

i−1∑
j=1

g(i)h(j)σ
(ai)
i σ

(bj)
j Tj +

m∑
j=i+1

g(j)h(i)σ
(aj)
j σ

(bi)
i Tj

)
εi

=
∑
i>j

F
(
g(i)h(j)σ

(ai)
i σ

(bj)
j λij

)
.

Thus,

(5.3) dc(g, h) = F

 m∑
i=1

g(i)h(i)κi +
∑
i>j

g(i)h(j)σ
(ai)
i σ

(bj)
j λij

 ∈ imF .

This completes the proof of Proposition 152.
In fact, the above proof has found an explicit element z so that F(z) = dc(g, h) for each g, h ∈ G. As

such, we recall that we set

X :=
Z[G]m × Z[G](

m
2 )

kerF
to give the short exact sequence

0→ X
F→ Z[G]m → cokerF → 0.

In particular, we can track c ∈ Z1(G, cokerF) through a boundary morphism: we already have a chosen lift
c ∈ Z1(G,Z[G]m) for c, and we have also computed F−1 ◦ dc from the above work. This gives the following
result.

Corollary 158. Fix everything as in the set-up. Then the c of Proposition 152 has

δ(c)(g, h) :=

m∑
i=1

g(i)h(i)κi +
∑
i>j

g(i)h(j)σ
(ai)
i σ

(bj)
j λij

where δ is induced by

0→ X
F→ Z[G]m → cokerF → 0.

Proof. This follows from tracking how δ behaves, using (5.3). �

Remark 159. In some sense, this δ(c) is exactly the cocycle of Theorem 130, where we have abstracted away
everything about A. We will rigorize this notion in our proof of Theorem 154.

5.4. Tuples via Cohomology. We continue in the set-up of the previous subsection. The goal of this
subsection is to prove Proposition 153. The main idea is that we will be able to finitely generate kerF
essentially using the relations of a {σi}mi=1-tuple.

We start with the following basic result.

Lemma 160. Fix everything as in the set-up. Then kerF contains the following elements.

(a) Tpκp for any index p.
(b) NpNqλpq for any pair of indices (p, q) with p > q.
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(c) Tqκp +Npλpq for any pair of indices (p, q) with p > q.
(d) Tpκq −Nqλpq for any pair of indices (p, q) with p > q.
(e) Tqλpr − Trλpq − Tpλqr for any triplet of indices (p, q, r) with p > q > r.

Proof. We start by showing that all the listed elements are in fact in kerF .

(a) Note that F only ever takes the xi term to xiNi, so if xi = Ti, then the effect of xi vanishes.
(b) Similarly, note that F only ever takes the yij term to yijTi or yijTj . As such, if yij = NiNj , then

the effect of yij vanishes again.
(c) The only relevant terms are at indices p and q. Here, i = p has F output

TqNp −NpTq + 0 = 0.

For i = q, we have no xq term, so we are left with NpTp = 0.
(d) Again, the only relevant terms are at indices p and q. This time the interesting term is at i = q,

where we have

TpNq − 0 + (−Nq)Tp = 0.

Then at i = p, we simply have 0Np − (−Nq)Tq + 0 = 0.
(e) The relevant terms, as usual, are for i ∈ {p, q, r}.

• At i = p, we have 0− (TqTr + (−Tr)Tq) + 0 = 0.
• At i = q, we have 0− (−(Tp)Tr) + ((−Tr)Tp) = 0.
• At i = r, we have 0− 0 + (TqTp + (−Tp)Tq) = 0.

The above checks complete this part of the proof. �

Remark 161. The above elements are intended to encode the relations to be a {σi}ni=1-tuple. We will see
this made rigorous in the proof of Proposition 153.

In fact, the following is true.

Lemma 162. Fix everything as in the set-up. Then the elements (a)–(e) of Lemma 160, with (b) removed,
generate kerF .

Proof. We remark that we callously removed (b) because it is implied: Tqκp +Npλpq ∈ kerF implies that

Nq · (Tqκp +Npλpq) = NpNqλpq

is also in kerF . Anyway, this proof is long and annoying and hence relegated to Appendix B. �

Here is the payoff for the hard work in Lemma 162.

Proposition 153. Fix everything as in the set-up, and now let A be a G-module. Then {σi}mi=1-tuples are
canonically isomorphic to HomZ[G](X,A) = H0(G,HomZ(X,A)).

Proof. Let T denote the set of {σi}mi=1-tuples. We now define the map ϕ : HomZ[G](X,A)→ T by

ϕ : f 7→
((
f(κi)

)
i
,
(
f(λij)

)
i>j

)
.

In other words, we simply read off the values of f from indicators on the coordinates of X. It’s not hard to
see that ϕ is in fact a G-module homomorphism, but we will have to check that ϕ is well-defined, for which
we have to check the conditions on being a {σi}mi=1-tuple.

Lemma 163. Fix everything as in the set-up, and let A be a G-module. Then, given f : Z[G]m × Z[G](
m
2 ),

we have kerF ⊆ ker f if and only if ((
f(κi)

)
i
,
(
f(λij)

)
i>j

)
is a {σi}mi=1-tuple.

Proof. By Lemma 162, we see kerF ⊆ ker f if and only if f vanishes on the elements given in Lemma 160.
As such, we now run the following checks.
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(1) We discuss (4.1). For one, note that f(λij) ∈ A essentially for free. Now, we note

f(κi) ∈ A〈σi〉 ⇐⇒ Tif(κi) = 0

⇐⇒ f(Tiκi) = 0

⇐⇒ Tiκi ∈ ker f.

(2) We discuss (4.2). On one hand, note that i > j has

Nif(λij) = −Tjf(λi) ⇐⇒ f(Niλij + Tjλi)

⇐⇒ Niλij + Tjλi ∈ ker f.

On the other hand,

−Njf(λij) = −Tif(λj) ⇐⇒ f(Njλij + Tiλj) = 0

⇐⇒ Njλij + Tiλj ∈ ker f.

(3) We discuss (4.3). Simply note indices i > j > k have

Tjf(λik) = Tkf(λij) + Tif(λjk) ⇐⇒ f(Tjλik − Tkλij − Tiλjk) = 0

⇐⇒ Tjλik − Tkλij − Tiλjk ∈ ker f.

In total, we see that satisfying the relations to be a {σi}mi=1-tuple exactly encodes the data of having the
generators of kerF live in ker f . �

So indeed, given f : X → A, the above lemma applied to the composite

Z[G]m × Z[G](
m
2 ) � X

f→ A

shows that ϕ(f) ∈ T .
To show that ϕ is an isomorphism, we exhibit its inverse; fix some ({αi}, {βij}i>j) ∈ T . Well, Z[G] ×

Z[G](
m
2 ) has as a basis the κi and λij , so we can uniquely define a G-module homomorphism f : X → A by

f(κi) := αi and f(λij) := βij

for all relevant indices i, j, and in fact the map T → HomZ

(
Z[G]m × Z[G](

m
2 ), A

)
we can see to be a

G-module homomorphism. However, because these outputs are a {σi}mi=1-tuple, we can read Lemma 163

backward to say that f has kernel containing kerF , so in fact we induce a map f : X → A.
So in total, we get a G-module homomorphism ψ : T → HomZ[G](X,A) by

ψ : ({αi}, {βij}i>j) 7→ f,

where f is defined on the basis elements above. Further, ψ is the inverse of ϕ essentially because the

{κi}i ∪ {λij}i>j form a basis of Z[G]m × Z[G](
m
2 ). This completes the proof. �

And now because it is so easy, we might as well prove Theorem 154.

Theorem 154. Fix everything as in the set-up. Also, fix a G-module A and a {σi}mi=1-tuple ({αi}, {βij}).
Observe there is a natural cup product map

∪ : H2(G,X)×H0(G,HomZ(X,A))→ H2(G,A).

Then, using the isomorphism of Proposition 153, the cocycle defined in Theorem 130 is simply the output of
δ(c) ∪ ({αi}, {βij}) on cocycles.

Proof. The main point is that we have a computation of δ(c) from Corollary 158, which we merely need to
track through. In particular, fix a {σi}mi=1-tuple ({αi}i, {βij}i>j), and let f ∈ H0(G,HomZ(X,A)) be the
corresponding morphism. As such, we may compute our cup product out as(

δ(c) ∪ f
)
(g, h) = δ(c)(g, h)⊗Z gh · f = δ(c)(g, h)⊗Z f.
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To pass through evaluation, we set g :=
∏
i σ

ai
i and h :=

∏
i σ

bi
i with 0 ≤ ai, bi < ni, from which we get

f
(
δ(c)(g, h)

)
= f

(
m∑
i=1

g(i)h(i)qiκi +
∑
i>j

g(i)h(j)σ
(ai)
i σ

(bj)
j λij

)

=

m∑
i=1

g(i)h(i)

⌊
ai + bi
ni

⌋
· αi +

m∑
i,j=1
i>j

g(i)h(j)σ
(ai)
i σ

(bj)
j · βij

=

m∑
i,j=1
i>j

(∏
p<i

σapp

)(∏
q<j

σbqq

)
σ

(ai)
i σ

(bj)
j βij +

m∑
i=1

g(i)h(i)α

⌊
ai+bi
ni

⌋
i .

Doing a little more rearrangement and writing this multiplicatively exactly recovers the cocycle of Theo-
rem 130. This completes the proof. �

Though we have successfully provided an alternate proof of Theorem 130, there is more to discuss with
our alternate description of tuples. Namely, we now begin showing that X is a 2-encoding module.

Proposition 164. Fix everything as in the set-up, and let A be a G-module. Then the isomorphism of
Proposition 153 descends to an isomorphism between equivalence classes of {σi}mi=1-tuples are canonically

isomorphic to Ĥ0(G,HomZ(X,A)).

Proof. Recall that the short exact sequence

0→ X
F→ Z[G]m → cokerF → 0

of G-modules splits as Z-modules by Lemma 157, so we have a short exact sequence

0→ HomZ(cokerF , A)→ HomZ(Z[G]m, A)
−◦F→ HomZ(X,A)→ 0.

Now, the key trick will be to compare regular group cohomology with Tate cohomology. To begin, we note
that our cohomology theories give the following commutative diagram with exact rows.

(5.4)

H0(G,HomZ(Z[G]m, A)) H0(G,HomZ(X,A)) H1(G,HomZ(cokerF , A))

0 Ĥ0(G,HomZ(X,A)) Ĥ1(G,HomZ(cokerF , A))

−◦F

Here, the middle vertical map is reduction modulo imNG. The rows are exact from the long exact sequences,
and the square commutes by construction of Tate cohomology. Now, the point is that the diagram induces
the isomorphism

(5.5)
H0(G,HomZ(X,A))

im(− ◦ F)
' Ĥ0(G,HomZ(X,A)),

which simply sends [f ] 7→ [f ].
Thus, the main content here will be to track through the image of − ◦ F in (5.4). Let T denote the

set of {σi}mi=1-triples of A, and let T0 denote the set (in fact, equivalence class) of triples corresponding to
[0] ∈ H2(G,A). Letting ϕ : H0(G,HomZ(X,A))→ T be defined by

ϕ : f 7→
((
f(κi)

)
i
,
(
f(λij)

)
i>j

)
be the isomorphism of Proposition 153, we claim that the image of −◦F in H0(G,HomZ(X,A)) corresponds
under ϕ to exactly T0.

Indeed, we take a G-module homomorphism f : Z[G]m → A to the G-module homomorphism (f◦F) : X →
A. Then we compute

(f ◦ F)(κi) = f(Niεi)

= Nif(εi)

(f ◦ F)(λij) = f(Tiεj − Tjεi)
= Tif(εj)− Tjf(εi)
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for all relevant indices i and j. Thus,

ϕ(f ◦ F) =
((
Nif(εi)

)
i
,
(
Tif(εj)− Tjf(εi)

)
i>j

)
,

which we can see lives in T0 by definition of our equivalence relation (upon using multiplicative notation).
In fact, as f varies, we see that the values of f(εi) may vary over all A, so the image of f 7→ ϕ(f ◦ F) is
exactly all of T0. Thus, ϕ induces an isomorphism

ϕ :
H0(G,HomZ(X,A))

im(− ◦ F)
' T
T0
.

Composing this with the “identity” map (5.5) finishes the proof. �

Remark 165. This proof feels more motivated coming from the perspective that X “should” be a 2-encoding
module (for example, cokerF “should” be a 1-encoding module, allowing us to use Proposition 108). Namely,
we should think of the equivalence relation on the tuples from Definition 134 as being unmotivated before and
instead is best motivated now as coming out of the quotient

H0(G,HomZ(X,−))⇒ Ĥ0(G,HomZ(X,−)).

Indeed, the equivalence relations had better match up anyway.

5.5. Algebraic Corollaries. We continue in the set-up of the previous subsection. Observe that Proposi-
tion 164 combined with Theorem 138 tells us that we have isomorphisms

[δ(c)] ∪ − : Ĥ0(G,HomZ(X,A))→ Ĥ2(G,A).

In fact, Lemma 47 tells us that these isomorphisms assemble into a natural isomorphism, so we have the
following result.

Theorem 166. Fix everything as in the set-up. Then X is a 2-encoding module.

Proof. This follows from the above discussion. �

Remark 167. It is perhaps useful to note that we can show that X is a 2-encoding module, without the need
to digress to tuples as done in Proposition 164. Indeed, we recall that

0→ X → Z[G]m → cokerF → 0

splits by Lemma 157, so because Z[G]m ∼= Z[G] ⊗Z Zm is induced, it suffices to show that cokerF is a
1-encoding module by Proposition 108.

For this, we can use Proposition 84 and manually give x and x∨; here, x = [c] will work, and one can
solve for x∨. Alternatively, one could check the cohomology groups from Proposition 96. One could even
solve for [δ(c)]∨ explicitly, though this is harder.

Now that we have a 2-encoding module, we can apply all the theory we built in section 3. For example,
it might have felt like magic that the isomorphism sending a tuple to its cohomology class was induced by
a cup product, but in fact this must have been true all along by Corollary 75.

Here are some other results.

Corollary 168. Fix everything as in the set-up. Then X is cohomologically equivalent to IG ⊗Z IG.

Proof. We know that IG ⊗Z IG is a 2-encoding module by Example 72, so Proposition 71 finishes. �

Corollary 169. Fix everything as in the set-up. Then, for any i ∈ Z and subgroup H ⊆ G, we have natural
isomorphisms

Res[δ(c)] ∪ − : Ĥi(H,HomZ(X,A))→ Ĥi+2(H,A).

Proof. Follow the proof of Corollary 77 to see that we can set x = [δ(c)] there. This gives the result for
H = G, and we get general subgroups by appealing to Corollary 88. �

Remark 170. Even though we have some notion of restriction from Lemma 143, writing a “tuple” in

Ĥ0(H,HomZ(X,A)) seems somewhat difficult in general. For example, it is not clear how to (in general)
write X as Z[H]m/M for an H-module M . In simple cases, we have worked this out in Lemma 143.

Corollary 171. Fix everything as in the set-up. Then Ĥ2(G,X) is cyclic of order #G generated by [δ(c)].
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Proof. This follows from Corollary 81. �

Remark 172. Fix notation as in subsection 5.1, and take m = 2. Then there are natural transformations

Ĥ2(G,−)
[δ(c)]∨∪−⇒ Ĥ0(G,HomZ(X,−))⇒ Ĥ−1(G,−)

sending a 2-cocycle to its {σi}mi=1-tuple and then to the (class of) β10. (It turns out that, because G is

bicyclic, the equivalence relation on β10 is exactly what we need to form a class of Ĥ−1.) Now, applying
Corollary 75, we see that the right natural transformation must be a cup-product map, so by associativity of
the cup product, the entire natural transformation is a cup-product map.

Thus, analogously to what Corollary 117 says for αs, we can describe the projection from 2-cocycles to βs
purely via (restricted) cup products.

Remark 173. Noting that F : X ↪→ Z[G]m implies that X is Z-free, there is a torus T := HomZ(X,Gm). It
is conceivable that one could realize the approach of Remark 113 for our torus T .

6. Local Gerbs

In the following two sections, we will use the results of (largely) section 4 in order to provide explicit
group laws for some of the Kottwitz gerbs [Kot14]. In this section, we will focus on abelian extensions of
local fields. The approch here is similar to the approach for global fundamental classes in [Buc13], though
we work in more generality than multiquadratic extensions.

6.1. Set-Up. Fix a finite abelian extension of local fields L/K which is not unramified.

Remark 174. Assuming that L/K is not unramified is a purely technical requirement; indeed, most of the
arguments go through in this case. Regardless, when unramified, there already exist descriptions of the local
fundamental class.

Then let Km be the largest unramified subextension, which we will give degree m; let σK ∈ Gal(L/K)
denote the Frobenius automorphism, which lets us set

Kπ,ν := L〈σK〉.

In particular, Kπ,ν/K is totally ramified because, for example, the residue fields of Kπ,ν and K have the
same order.

Example 175. For K = Qp, we can take Km = Qp (ζpm−1) and Kπ,ν = Qp (ζpν ).

This gives us the following tower of fields.

L

Kπ,ν Km

K

Quickly, we note that L/Kπ,ν has Galois group generated by the Frobenius σK and therefore has degree m,
so we have that Kπ,ν and Km are linearly disjoint over K and

[L : K] = [L : Kπ,ν ] · [Kπ,ν : K] = [Km : K] · [Kπ,ν : K],

which implies that L = Kπ,νKm as well.
We provide some quick commentary on these extensions.

• The extension Km/K is unramified of degree f := m; note we are assuming L 6= Km and hence
f < n. Its Galois group is thus generated by the Frobenius element defined by σK .

• The extension Kπ,ν/K is totally ramified of degree [Kπ,ν : K]. Because we are assuming this Galois
group is abelian, we may write

Gal(Kπ,ν/K) ' Γ1 × · · · × Γt

where Γi = 〈τi〉 ⊆ Gal(Kπ,ν/K) is a cyclic group of order ni.
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• Because Kπ,ν/K is totally ramified and Km/K is unramified, we have that the fields Kπ,ν and Km

are linearly disjoint over K. As such, L = Kπ,νKm has

Gal(L/Kπ,ν) ' Gal(Km/K) = 〈σK〉
Gal(L/Km) ' Gal(Kπ,ν/K) = Γ1 × · · · × Γt

Gal(L/K) ' Gal(Km/K)×Gal(Kπ,ν/K) = 〈σK〉 × Γ1 × · · · × Γt.

In light of these isomorphisms, we will upgrade σK to the automorphism of L/K which restricts
properly on Km/K and fixing Kπ,ν ; we do analogously for the τi. We also acknowledge that our
degree is

n := [L : K] = [Km : K] · [Kπ,ν : K] = f · [Kπ,ν : K].

For brevity, we will also set Li := L〈τi〉 for each i, which makes the fields under L look like the following.

L

Kπ,ν L1 · · · Lt

Km

K

In particular, Gal(L/Li) = 〈τi〉 is cyclic for each i.
Now, the main idea in the computation is to use an unramified extension M := Kn of the same degree n

as L/K. This modifies our diagram of fields as follows.

ML

L M

Kπ,ν Km

K

ram

unr

unr

unr

unr ram

ram

We have labeled the unramified extensions by “unr” and the totally ramified extensions by “ram.”
As before, we provide some comments on the field extensions.

• The extension M/K is unramified of degree n. As before, its Galois group is cyclic, generated by
the Frobenius element σK ∈ Gal(M/K). Observe that σK restricted to Km is σK , explaining our
notation. In particular, σK has order n, but σK has order f < n.

• As before, note that Kπ,ν and M are linearly disjoint over K because Kπ,ν/K is totally ramified
while M/K is unramified. As such, we may say that

Gal(ML/M) ' Gal(Kπ,ν/K) = Γ1 × · · · × Γt

Gal(ML/Kπ,ν) ' Gal(M/K) = 〈σK〉
Gal(ML/K) ' Gal(M/K)×Gal(Kπ,ν/K) = 〈σK〉 × Γ1 × · · · × Γt.

Again, we will upgrade σK and the τi to their corresponding automorphisms on any subfield of ML.
• We take a moment to compute

Gal(ML/L) ' {σaKτ ∈ Gal(ML/K) : σaKτ |L = idL} .

Because L is Kπ,νKm, it suffices to fix each of these fields individually. Well, to fix Kπ,ν , we need τ
to vanish, so we might as well force τ = 1. But to fix Km, we need σaK |Km = σaK to be the identity,
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so we are actually requiring that f | a here. As such,

Gal(ML/L) = 〈σfK〉.
These comments complete the Galois-theoretic portion of the analysis.

6.2. Idea. We will begin by briefly describe the outline for the computation. For a finite extension of local
fields L/K, let uL/K ∈ H2(L/K) denote the fundamental class.

Now, take variables as in our set-up in subsection 6.1. The main idea is to translate what we know about
the unramified extension M/K over to the general extension L/K. In particular, we are able to compute
the fundamental class uM/K ∈ H2(M/K), so we observe that, by Proposition 25,

Inf
ML/K
M/K uM/K = [ML : M ]uM/K = n · uML/K = [ML : L]uML/L = Inf

ML/K
L/K uL/K .

As such, we will be able to compute uL/K as long as we are able to invert the inflation map Inf : H2(L/K)→
H2(ML/K). This is not actually very easy to do in general, but we are in luck because this inflation map
here comes from the Inflation–Restriction exact sequence

0→ H2(L/K)
Inf→ H2(ML/K)

Res→ H2(ML/L).

The argument for the Inflation–Restriction exact sequence is an explicit computation on cocycles (involving
some dimension shifting), but it can be tracked backwards to give the desired cocycle.

6.3. Computation. In this section we record the details of the computation.

6.3.1. Explicit Inflation–Restriction. The results and commentary here mirror [Buc13, Section 2]. Through-
out this section, G will be a group (usually finite) and H ⊆ G will be a subgroup (usually normal).

We begin by recalling the statement of the Inflation–Restriction exact sequence; we will provide the proof
for completeness because we will use the proof for our computation.

Theorem 176 ([AW10, Proposition 5]). Let G be a finite group with normal subgroup H ⊆ G. Given a
G-module A, suppose that the Hi(H,A) = 0 for 1 ≤ i < q for some index q ≥ 1. Then the sequence

0→ Hq
(
G/H,AH

) Inf→ Hq(G,A)
Res→ Hq(H,A)

is exact.

Proof. The proof is by induction on q, via dimension shifting. For q = 1, we can just directly check this on
1-cocycles. The main point is the exactness at Hq(G,A): if c ∈ Z1(G,A) has Res(c) ∈ B1(H,A), then find
a ∈ A with

Res(c)(a) := h · a− a.
As such, we define fa ∈ B1(G,A) by fa(g) := g · a− a, which implies that c− fa vanishes on H. It is then
possible to stare at the 1-cocycle condition

(c− fa)(gg′) = (c− fa)(g) + g · (c− fa)(g′)

to check that c − fa only depends on the cosets of H (e.g., by taking g′ ∈ H) and that im(c − fa) ⊆ AH

(e.g., by taking g ∈ H).
For q > 1, we use dimension shifting via the following lemma. Indeed, suppose the statement is true for

q. Then the short exact sequence

0→ A→ HomZ(Z[G], A)→ HomZ(IG, A)→ 0

induces vertical isomorphisms in the following commutative diagram.

0 Hq
(
G/H,HomZ(IG, A)H

)
Hq(G,HomZ(IG, A)) Hq(H,HomZ(IG, A))

0 Hq+1
(
G/H,AH

)
Hq+1(G,A) Hq+1(H,A)

δ δ δ

The top row is exact by the inductive hypothesis, so the bottom row is therefore also exact. �

Our goal is to make the above proof explicit in the case of q = 2, which is the only reason we sketched
the above proofs at all. We begin by making the dimension shifting explicit.
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Lemma 177 ([Buc13, Lemma 2.1]). Let G be a group with subgroup H ⊆ G, and let {gα}α∈λ be coset
representatives for H\G. Now, given a G-module A, the maps

δH : Z1(H,HomZ(IG, A))→ Z2(H,A)

c 7→
[
(h, h′) 7→ h · c(h′)(h−1 − 1)

][
h 7→

(
(h′g• − 1) 7→ h′ · u((h′)−1, h)

)]
← [ u

are group homomorphisms descending to the isomorphism δ : H1(H,HomZ(IG, A)) ' H2(H,A). The map
δH above is surjective, and the reverse map is a section; when H = G, these are isomorphisms.

Proof. To show that δH descends to an isomorphism properly, we could track through dimension-shifting
by hand, or we can use the machinery we’ve built. Namely, setting X = Z in Corollary 51 told us that the
1-cocycle χ ∈ Z1(G, IG) defined by

χ(σ) := (1− σ)

provides an isomorphism

(χ ∪ −) : Ĥi(G,HomZ(IG, A))→ Ĥi+1(G,A).

Computing our cup product, we have

(χ ∪ c)(h, h′) =
(
hc(h′)

)(
χ(h)

)
= h · c(h′)

(
h−1(1− h)

)
= h · c(h′)

(
h−1 − 1

)
.

So we see that δH = (χ ∪ −) on cocycles and therefore descends to the needed isomorphism. Additionally,
it is a homomorphism by properties of the cup product.

It remains to prove the last sentence. We run the following checks; given u ∈ Z2(H,A), define cu ∈
C1(H,HomZ(IG, A)) by

cu(h)(h′g• − 1) = h′ · u
(
(h′)−1, h

)
.

Note that this is enough data to define cu(h) : IG → A because IG is a free Z-module generated by {g − 1 :
g ∈ G}.

• We verify that cu is a 1-cocycle. This is a matter of force. Pick up h, h′ ∈ H and g•h
′′ ∈ G and write

(hcu(h′))(h′′g• − 1) + cu(hh′)(h′′g• − 1) + cu(h)(h′′g• − 1)

= h · cu(h′)
(
h−1h′′g• − h−1

)
+ cu(hh′)(h′′g• − 1) + cu(h)(h′′g• − 1)

= h ·
(
h−1h′′u

(
(h′′)−1h, h′

)
− h−1u(h, h′)

)
+ h′′u

(
(h′′)−1, hh′

)
+ h′′u

(
(h′′)−1, h

)
= h′′u

(
(h′′)−1h, h′

)
− u(h, h′) + h′′u

(
(h′′)−1, hh′

)
+ h′′u

(
(h′′)−1, h

)
.

This is just the 2-cocycle condition for u upon dividing out by h′′, so we are done.
• For u ∈ Z2(H,A), we verify that δH(cu) = u. Indeed, given h, h′ ∈ H, we check

δH(cu)(h, h′) = h · cu(h′)
(
h−1 − 1

)
= h · h−1 · u(h, h′)

= u(h, h′).

So far we have verified that δ has section u 7→ cu and hence must be surjective. Lastly, we take H = G and
show that cδc = c to finish. Indeed, for g, g′ ∈ G = H, we write

cδHc(g)(g′ − 1) = g′ · (δHc)
(
(g′)−1, g

)
= g′(g′)−1 · c(g)(g′ − 1)

= c(g)(g′ − 1),

which is what we wanted. �

We also have used dimension shifting to show that H1
(
G/H,HomZ(IG, A)H

)
→ H2

(
G/H,AH

)
is an

isomorphism, but this requires a little more trickery. To begin, we discuss how to lift from HomZ(IG, A)H

to HomZ(Z[G], A)H .
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Lemma 178. Let G be a group with subgroup H ⊆ G. Fix a G-module A with H1(H,A) = 0. Then, for any
ψ ∈ HomZ(IG, A)H , the function h 7→ hψ

(
h−1 − 1

)
is a cocycle in Z1(H,A) = B1(H,A), so we can define

a function η• : HomZ(IG, A)H → A such that

ψ(h− 1) = h · ηϕ − ηϕ
for all h ∈ H. In fact, given ϕ ∈ HomZ(IG, A)H , we can construct ϕ̃ ∈ HomZ(Z[G], A)H by

ϕ̃(z) := ϕ(z − ε(z)) + ε(z)ηϕ

so that ϕ̃|IG = ϕ.

Proof. We will just run the checks directly.

• We start by checking ψ ∈ HomZ(IG, A)H give 1-cocycles c(h) := ϕ (h− 1) in Z1(A,H). To begin,
we note that ψ ∈ HomZ(IG, A)H simply means that any z − ε(z) ∈ IG has

ψ(z − ε(z)) = (hψ)(z − ε(z)) = hψ
(
h−1z − h−1ε(z)

)
for all h ∈ H. In particular, replacing h with h−1 tells us that

hψ(z − ε(z)) = ψ(hz − hε(z)).

Now, we can just compute

(dc)(h, h′) = hc(h′)− c(hh′) + c(h)

= hc (h′ − 1)− c (hh′ − 1) + c (h− 1)

= c (hh′ − h)− c (hh′ − 1) + c (h− 1) ,

where in the last equality we used the fact that ψ ∈ HomZ(IG, A)H . Now, (dc)(h, h′) manifestly
vanishes, so we are done.

• Note that ϕ̃ ∈ HomZ(Z[G], A) because it is a linear combination of (compositions of) homomor-
phisms.

• Note that any z ∈ IG has ε(z) = 0, so

ϕ̃(z) = ϕ(z − 0) + 0 · ηϕ = ϕ(z),

so ϕ̃|IG = ϕ.
• It remains to check that ϕ̃ is fixed by H. This requires a little more effort. Recall that ϕ ∈

HomZ(IG, A)H means that any z − ε(z) ∈ IG has

hϕ(z − ε(z)) = ϕ (hz − hε(z))

for any h ∈ H. Now, we just compute

(hϕ̃)(z) = hϕ̃
(
h−1z

)
= h

(
ϕ
(
h−1z − ε(h−1z)

)
+ ε(h−1z)ηϕ

)
= ϕ (z − hε(z)) + ε(z) · hηϕ
= ϕ (z − hε(z)) + ε(z)ϕ(h− 1) + ε(z)ηϕ

= ϕ(z − ε(z)) + ε(z)ηϕ

= ϕ̃(z).

The above checks complete the proof. �

And now we can now make our dimension shifting explicit.

Lemma 179. Work in the context of Lemma 178 and assume that H ⊆ G is normal. We track through the
isomorphism

δ : H1
(
G/H,HomZ(IG, A)H

)
' H2

(
G/H,AH

)
given by the exact sequence

0→ AH → HomZ(Z[G], A)H → HomZ(IG, A)H → 0.
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Proof. We begin with some c ∈ H1
(
G/H,HomZ(IG, A)H

)
. To track through the δ, we define

c̃(gH) := c(gH)(z − ε(z)) + ηc(gH)ε(z)

to be the lift given in Lemma 178. Now, we are given that dc = 0, which here means that any z ∈ Z[G] and
gH, g′H ∈ G/H will have

0 = (dc)(gH, g′H)(z − ε(z))
0 = (gH · c(g′H)− c(gg′H) + c(gH))(z − ε(z))
0 = g · c(g′H)

(
g−1z − g−1ε(z)

)
− c(gg′H)(z − ε(z)) + c(gH)(z − ε(z))

g · c(g′H)
(
g−1 − 1

)
ε(z) = g · c(g′H)

(
g−1z − ε(z)

)
− c(gg′H)(z − ε(z)) + c(gH)(z − ε(z))

g · c(g′H)
(
g−1 − 1

)
ε(z) = g · c(g′H)

(
g−1z − ε(g−1z)

)
− c(gg′H)(z − ε(z)) + c(gH)(z − ε(z)).

We now directly compute that

(dc̃)(gH, g′H)(z) = (gH · c(g′H)− c(gg′H) + c(gH))(z)

= g · c(g′H)
(
g−1z − ε(g−1z)

)
+ gηc(g′H)ε(z)

− c(gg′H)(z − ε(z))− ηc(gg′H)ε(z)

+ c(gH)(z − ε(z)) + ηc(gH)ε(z)

=
(
g · c(g′H)

(
g−1 − 1

)
+ g · ηc(g′H) − ηc(gg′H) + ηc(gH)

)
ε(z)

As such, we have pulled ourselves back to the 2-cocycle given by

u(gH, g′H) := g · c(g′H)
(
g−1 − 1

)
+ g · ηc(g′H) − ηc(gg′H) + ηc(gH) .

We quickly note that this is in fact independent of our choice of representative g ∈ gH: changing represen-
tative of g to gh for h ∈ H will only affect the terms

h ·c(g′H)
(
h−1g−1 − 1

)
+hηc(g′H) = c(g′H)

(
g−1 − h

)
+c(g′H) (h− 1)+ηc(g′H) = c(g′H)

(
g−1 − 1

)
+ηc(g′H),

so we are indeed safe. This completes the proof. �

We now make Theorem 176 explicit in the case of q = 2.

Lemma 180 ([Buc13, Lemma 2.3]). Let G be a group with normal subgroup H ⊆ G. Fix a G-module A with
H1(H,A) = 0, and define the function η• : HomZ(IG, A)H → A of Lemma 178. Given c ∈ Z2(G,A) such

that ResGH c ∈ B2(H,A); in particular, suppose we have b ∈ HomZ(IG, A) such that all h ∈ H have

ResGH(δ−1c)(h) = (db)(h) = h · b− h,
where δ−1 is the inverse isomorphism of Lemma 177. Then we find u ∈ Z2

(
G/H,AH

)
such that

[Inf u] = [c]

in H2(G,A).

Proof. The main point is that boundary morphisms δ commute with Res and Inf. By construction, we have
that

(
ResGH δ

−1c
)
− db = 0 in Z1(H,HomZ(IG, A)). Pulling back to Z1(G,HomZ(IG, A)), we note that

c′ :=
(
δ−1c− db

)
∈ Z1(G,HomZ(IG, A))

vanishes on H by hypothesis. Because δ−1c− db is a 1-cocycle, we are able to write

c′(gg′) = c′(g) + gc′(g′).

Letting g′ vary over H, we see that δ−1c − db is well-defined on G/H. On the other hand, for any h ∈ H
and g ∈ G, we note that g−1hg ∈ H, so

c′(g) = c′
(
g · g−1hg

)
= c′ (hg) = c′ (h) + hc(g),

implying that c′(g) ∈ HomZ(IG, A)H .
We are now ready to apply Lemma 179, which we use on c′, thus defining u := δ(c′). Explicitly, we have

u(gH, g′H) = g · c′(g′H)
(
g−1 − 1

)
+ g · ηc′(g′H) − ηc′(gg′H) + ηc′(gH) .
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This is explicit enough for our purposes. Observe that [Inf u] = [c] because [Inf c′] = [δ−1c], and δ commutes
with Inf. �

6.3.2. Computing the Cocycle. Given a finite Galois extension E/F of local fields, we will let cE/F denote a

representative of the fundamental class in H2(Gal(E/F ), E×).
We now return to the set-up in subsection 6.1 and track through Lemma 180 in our case. For reference,

the following is the diagram that we will be chasing around; here G := Gal(ML/K) and H := Gal(ML/L).

H2(Gal(M/K),M×)

0 H2(Gal(L/K), L×) H2(G,ML×) H2(Gal(ML/L),ML×)

0 H1(G/H,HomZ(IG,ML×)H) H1(G,HomZ(IG,ML×)) H1(H,HomZ(IG,ML×))

δ δ δ

ResInf

Inf

Inf Res

To begin, we know that we can write

cM/K

(
σiK , σ

j
K

)
:= πb

i+j
n c =

{
1 i+ j < n,

π i+ j ≥ n,

where π is a uniformizer of K. Inflating this down to H2(G,ML×) gives

(Inf cM/K)
(
σa1K τ, σ

b1
K τ
′
)

= πb
a1+b1
n c.

Now, we use Lemma 177 to move down to H1(G,HomZ(IG,ML×)) as

δ−1(Inf cM/K) (σa1K τ)
(
σb1K τ

′ − 1
)

= σb1K τ
′ · (Inf uM/K)

(
σ

[−b1]
K (τ ′)−1, σa1K τ

)
= π

⌊
a1+[−b1]

n

⌋
,

where [k] denote the integer 0 ≤ [k] < n such that k ≡ [k] (mod n).

It will be helpful to see explicitly that the restriction to H = 〈σfk 〉 is a coboundary. That is, we need to
find b ∈ HomZ(IG,ML×) such that

δ−1(Inf uM/K)
(
σfa1K

)
=
σfa1K · b

b
.

Because IG is freely generated by elements of the form g − 1 for g ∈ G, it suffices to plug in some arbitrary
σb1K τ

′ − 1, which we see requires

π

⌊
fa1+[−b1]

n

⌋
=

(
σfa1K · b

) (
σb1K τ

′ − 1
)

b
(
σb1K τ

′ − 1
)

=
σfa1K b

(
σb1−fa1K τ ′ − 1

)
σfa1K b

(
σ−fa1K − 1

)
b
(
σb1K τ

′ − 1
) .

We can see that b should not depend on τ ′, so we define b̂ (σaK) = b (σaKτ
′ − 1); the above is then equivalent

to

π

⌊
fa1+[−b1]

n

⌋
=

σfa1K b̂
(
σb1−fa1K

)
σfa1K b̂

(
σ−fa1K

)
b̂
(
σb1K

)
πb

fa1+b1
n c =

b̂
(
σ−b1−fa1K

)
b̂
(
σ−fa1K

)
σ−fa1K b̂

(
σ−b1K

) ,
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where we have negated b1 in the last step. At this point, the right-hand side will look a lot more natural if
we set τK := σ−1

K , which turns this into

b̂
(
τfa1K

)
τfa1K b̂

(
τ b1K

)
b̂
(
τ b1fa1K

) = (1/π)b
fa1+b1

n c

after taking reciprocals. Thus, we see that b̂ should be counting carries of τKs. With this in mind, we let
$ be a uniformizer of Kπ,ν and note that $ is also a uniformizer of L because L/Kπ,ν is an unramified
extension. It follows that

$[ML:L] ∈ NML/L

(
ML×

)
.

Further, $[ML:L] has the same absolute value as π because Kπ,ν/K is a totally ramified extension of degree

[Kπ,ν : K] = [ML : M ] = [ML : L]. Thus, π/$[ML:L] and therefore π is a norm in NML/L(ML×) because

ML/L is unramified and so O×L ⊆ NML/L(ML×). Thus, we find γ ∈ML× such that

NML/L(γ) = π.

The point of doing all of this is so that we can codify our carrying by writing

b̂ (τaK) :=

ba/fc−1∏
i=0

τ ifK (γ)−1.

Tracking out b̂ backwards to b, our desired b ∈ HomZ(IG,ML×) is given by

b (σaKτ − 1) =

b[−a]/fc−1∏
i=0

σ−ifK (γ)−1 .

We take a moment to write out c := δ−1(Inf cM/K)/db, which looks like

c (σa1K τ)
(
σb1K τ

′ − 1
)

=
δ−1(Inf cM/K)

db
(σa1K τ)

(
σb1K τ

′ − 1
)

=
δ−1(Inf cM/K) (σa1K τ)

(
σb1K τ

′ − 1
)

(σa1K τ · b)
(
σb1K τ

′ − 1
)
/b
(
σb1K τ

′ − 1
)

=
πb(a1+[−b1])/nc

σa1K τ · b
(
σb1−a1K τ ′τ−1 − σ−a1K τ−1

)
/b
(
σb1K τ

′ − 1
)

= πb(a1+[−b1])/nc · b̂
(
σb1K

)
· σa1K τ

 b̂
(
σ−a1K

)
b̂
(
σb1−a1K

)
 .

Before proceeding, we discuss a few special cases.

• Taking σa1K τ = τi for some τi, we get

c (τi)
(
σb1K τ

′ − 1
)

= πb(0+[−b1])/nc · b̂
(
σb1K

)
· τi

 1

b̂
(
σb1K

)


= b̂
(
σb1K

)
/τib̂

(
σb1K

)
.

In particular, c (τi)
(
σ−1
K − 1

)
= 1, provided that f > 1. Additionally, c(τi) (τ ′ − 1) = 1.

Our general theory says that h 7→ c(τi)(h − 1) is a 1-cocycle in Z1(H,ML×) (though we could
also check this directly), so Hilbert’s Theorem 90 promises us a magical element ηi ∈ ML× such
that

σfb1K ηi
ηi

=
b̂
(
σfb1K

)
τib̂
(
σfb1K

)
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for all σfb1K ∈ H. This condition will be a little clearer if we write everything in terms of τK := σ−1
K ,

which transforms this into

τfb1K ηi
ηi

=
b̂
(
τ−fb1K

)
τib̂
(
τ−fb1K

) =

b1−1∏
i=0

τ ifK (γ−1)

τiτ
if
K (γ−1)

=

b1−1∏
i=0

τiτ
if
K (γ)

τ ifK (γ)
.

Because we are dealing with a cyclic group H, it is not too hard to see that it suffices merely for
b1 = 1 to hold, so our magical element ηi merely requires

σ−fK (ηi)

ηi
=
τi(γ)

γ

after inverting τK back to σK .
• Taking σa1K τ = σK , we get

c (σK)
(
σb1K τ

′ − 1
)

= πb(1+[−b1])/nc · b̂
(
σb1K

)
· σK

 b̂
(
σ−1
K

)
b̂
(
σb1−1
K

)
 .

In particular, σb1K τ
′ = τ−1

i will give c(σK)
(
τ−1
i − 1

)
= 1. We will also want c(σK)

(
σ−b1K − 1

)
for

0 ≤ b1 < f . We now have two cases.
– Suppose that L/K is not totally ramified so that f > 1. Using the fact that f < n and f > 1, it

is not too hard to see that everything will cancel down to 1 except in the case where b1 = f −1,
where we get

c(σK)
(
σ
−(f−1)
K − 1

)
= σK

 1

b̂
(
σ−fK

)
 = σK(γ).

– Otherwise, our extension is totally ramified so that f = 1. Here, b1 = 0 is forced, so we are
computing c(σK)(τ ′ − 1) = 1. (Our extension being unramified promises n > 1.)

Continuing as before, our general theory says that h 7→ c(σK)(h− 1) is a 1-cocycle in Z1(H,ML×),
though again we could just check this directly. It follows that Hilbert’s Theorem 90 promises us a
magical element ηK ∈ML× such that

σfb1K ηK
ηK

= πb(1+[−fb1])/nc · b̂
(
σfb1K

)
· σK

 b̂
(
σ−1
K

)
b̂
(
σfb1−1
K

)


for all σfb1K ∈ H. To simplify this condition, we once again split into two cases.
– Suppose that L/K is not totally ramified so that f > 1. Using f > 1, this collapses down to

σfb1K ηK
ηK

=
b̂
(
σfb1K

)
σK b̂

(
σfb1−1
K

) .
As before, this condition will be a little clearer if we set τK := σ−1

K , which turns the condition
into

τfb1K ηK
ηK

=
b̂
(
τfb1K

)
σK b̂

(
τfb1+1
K

) =

b1−1∏
i=0

τ ifK (γ−1)

σKτ
if
K (γ−1)

=

b1−1∏
i=0

σKτ
if
K (γ)

τ ifK (γ)
.

(Notably, b̂
(
τfb1K

)
= b̂

(
τfb1+1
K

)
because f > 1.) Again, because H is cyclic generated by τfK ,

an induction shows that it suffices to check this condition for b1 = 1, which means that our
magical element ηK ∈ML× is constructed so that

σ−fK (ηK)

ηK
=
σK(γ)

γ

where we have again inverted back from τK to σK .
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– Suppose that L/K is totally ramified so that f = 1. Switching over to τK as usual, we can
evaluate

τ b1K ηK
ηK

= πb(1+b1)/nc · b̂
(
τ b1K

)
· τ−1
K

 b̂ (τK)

b̂
(
τ b1+1
K

)
 = πb(1+b1)/nc · τ−1

K

(
τK b̂

(
τ b1K
)
· b̂(τK)

b̂
(
τ b1+1
K

) )
.

When b1 < n − 1, everything will cancel out. When b1 = n − 1, then b̂
(
τ b1+1
K

)
= 1 while

τK b̂
(
τ b1K
)
· b̂(τK) collects to

∏n−1
i=0 τK(γ)−1 = π−1, so everything will still cancel out. So we want

τ b1K ηK
ηK

= 1,

for which ηK = 1 suffices. As usual, it suffices to just look at b1 = 1 by an induction, so we are
asking for τKηK/ηK = 1.

• We will not actually need a more concrete description of this, but we remark that we can run the
same story for any g ∈ G through to get an element ηg ∈ML× such that

σfb1K ηg
ηg

=
1

c(g)(σfb1K − 1)

for any σfb1K ∈ H. As usual, this follows from our general theory.

We are now ready to describe the local fundamental class. Piecing what we have so far, we know from
Lemma 180 that we can write

cL/K(g, g′) := g · c(g′)
(
g−1 − 1

)
· gηg

′ · ηg
ηgg′

.

This will be explicit enough for us.

6.3.3. Computing the Tuple. We now use our computation of cL/K representing uL/K from the previous
subsection to compute the tuple corresponding to cL/K . Here are the values that we care about for our
specific computation; for consistency, we set τ0 := σK and n0 := f to be the order of τ0.

• We write

cL/K(σK , τi) = σKc(τi)
(
σ−1
K − 1

)
· σKηi · ηK

ησKτi

=
σKηi · ηK
ησKσx

.

• We write

cL/K(τi, σK) = τic(σK)
(
τ−1
i − 1

)
· τiηK · ηi
ησxσK

=
τiηK · ηi
ησxσK

.

• In particular, we know that we can set βi0 to

βi0 :=
cL/K(τi, σK)

cL/K(σK , τi)

=
τiηK · ηi/ησxσK
σKηi · ηK/ησKσx

βi0 =
ηi

σK (ηi)
· τi (ηK)

ηK
.

• We write

cL/K(τi, τj) = τic(τj)
(
τ−1
j − 1

)
· τiηj · ηi
ητiτj

=
τiηj · ηi
ητiτj

.
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• Thus, for i > j > 0, we can set βij to

βij :=
cL/K(τi, τj)

cL/K(τj , τi)

=
τiηj · ηi/ητiτj
τjηi · ηj/ητiτj

βij =
ηi
τjηi

· τiηj
ηj

.

• For α0, our element is given by

α0 :=

f−1∏
i=0

cL/K
(
σiK , σK

)
=

f−1∏
i=0

(
σiKc (σK)

(
σ−iK − 1

)
·
σiKηK · ησiK

ησi+1
K

)
.

Recall from our general theory that ηg only depends on the coset of g in G/H, so we see that the
product of the quotients ησiK/ησi+1

K
will cancel out.

To finish the computation, we have two cases.
– If L/K is not totally ramified, we know from our computation that this is 1 until i = f − 1,

which gives σK(γ). As such, we collapse down to

α0 = σfK(γ) ·
f−1∏
i=0

σiK (ηK) = σfK(γ) · σ(f)
K (ηK) .

– If L/K is totally ramified so that f = 1, then we computed c(σK)(σ−iK − 1) = 0 always—note

we only have an i = 0 term—so we are left with just ηK = σ
(f)
K ηK .

• For αi with i > 0, our element is given by

αi :=

ni−1∏
p=0

cL/K (τpi , τi)

=

ni−1∏
p=0

τpi c(τi)
(
τ−pi − 1

)
·
τpi ηi · ητpi
ητp+1
i

.

Recalling that τi has order ni, our quotient term ητ ii /ητ i+1
i

will again cancel out. Additionally, the

cocycle c always spits out 1 on these inputs, so we are left with

αi =

ni−1∏
p=0

τpi (ηi) = τ
(ni)
i (ηi) .

We summarize the results above in the following theorem.

Theorem 181. Fix everything as in the set-up. Then there exists some γ ∈ML× such that NML/L(γ) = π

and elements in ηK , ηi ∈ML× for 1 ≤ i ≤ t such that

σ−fK (ηK)

ηK
=

{
σK(γ)/γ L/K not totally ramified,

1 L/K totally ramified,
and

σ−fK (ηi)

ηi
=
τi(γ)

γ
.

Then the tuple given by

αi :=

{
σfK(γ) · σ(f)

K (ηK) i = 0, L/K not totally ramified,

τ
(ni)
i (ηi) else,

and βij :=
ηi
τjηi

· τiηj
ηj

,

where n0 = f and τ0 = σK , corresponds to the fundamental class uL/K ∈ H2(Gal(L/K), L×).
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We remark that we can replace σfK(γ) with merely γ (which still has norm p) while keeping all other
variables the same; this gives us the following slightly prettier presentation. Note that we have multiplied

the equations for η• by σfK on both sides.

Corollary 182. Fix everything as in the set-up. Then there exists some γ ∈ML× such that NML/L(γ) = π

and elements in ηK , ηi ∈ML× (for 1 ≤ i ≤ t) such that

ηK

σfK (ηK)
=

{
σK(γ)/γ L/K not totally ramified,

1 L/K totally ramified,
and

ηi

σfK (ηi)
=
τi(γ)

γ
.

Then the tuple given by

αi :=

{
γ · σ(f)

K (ηK) i = 0, L/K not totally ramified,

τ
(ni)
i (ηi) else,

and βij :=
ηi
τjηi

· τiηj
ηj

,

where n0 = f and τ0 = σK , corresponds to the fundamental class uL/K ∈ H2(Gal(L/K), L×).

For brevity later on, we will give a name to these conditions.

Definition 183. Fix an extension L/K. The {σi}mi=1-tuples constructed in Corollary 182 will be called
fundamental tuples.

We will show shortly that fundamental tuples actually give the entire equivalence class of {σi}i=1-tuples
associated to the fundamental class.

Remark 184. This result is essentially a stronger version of Dwork’s theorem [Ser91, Theorem XIII.2].
Namely, Dwork and Serre are interested in computing the reciprocity map, which roughly means we only
want access to the αs, but above we are interested in computing the full fundamental class.

Remark 185. The η•s have a degree of freedom in that these elements are unique only up to multiplication

by a nonzero element of ML〈σ
f
K〉 = L. As the η•s vary (with γ fixed), it is not too hard to see directly from

the formulae that we will encounter a full equivalence class of tuples. We will not write this out.

Remark 186. Even when L/K is unramified, which we technically disallowed for our computation, we can
see that M = L and then γ = π so that ηK = 1 are all forced, giving α0 = π. So indeed, the above formulation
does work for all abelian extensions L/K.

6.4. Tame Ramification. In this section, we work through Corollary 182 very explicitly in a basic case.
Let p be an odd prime because the following discussion has no content in the case of p = 2. Set K := Qp
and Km := Qp(ζm) with f := [Qp(ζm) : Qp].

The main simplification we will make which allows explicit computation is that we will set Kπ,ν := Qp(ζp).
Continuing with the set-up, we see L = Qp(ζp, ζm) with n := (p − 1) · f ; as such, set N ′ := pn − 1 so that
M = Qp(ζN ′). Here is the diagram of our fields.

Qp(ζp, ζN ′)

Qp(ζp, ζm) Qp(ζN ′)

Qp(ζp) Qp(ζm)

Qp

So that we are able to isolate our set-up, we note that

Gal(Q(ζp)/Q) ' (Z/pZ)×

is cyclic, so we choose some x ∈ (Z/pZ)× to generate, which corresponds to the automorphism σx : ζp 7→ ζxp .
Namely, we may set τ1 := σx.

Now, the reason we set Kπ,ν = Qp(ζp) is that we will be able to set

γ := (−p)1/(p−1) ∈ Qp(ζp).
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Indeed, we sneakily set π = −p to be our uniformizer of Qp so that NML/L(γ) = γp−1 = −p. Because it will

be helpful for us shortly, we will actually give a construction of (−p)1/(p−1), for completeness.

Lemma 187. Let p be a prime. Then we can find some γ := (−p)1/(p−1) in Qp(ζp). In fact, we can take
γ ≡ c$ (mod $2) for any c ∈ F×p , where $ := ζp − 1 is a uniformizer.

Proof. That a root γ exists is well-known. The factorization

xp−1 − 1 ≡
∏
c∈F×p

(x− c) (mod p)

lifts to a factorization in Zp by [Neu99, Lemma II.4.6]. As such, as soon as we have one root γ of xp−1 + p,

observe that |γ| = p1/(p−1) = |$|, so γ is a uniformizer as well, meaning that the c in

ζp−1γ ≡ c$ (mod $2)

is nonzero and will vary across all representatives in F×p as we exchange the root γ with ζp−1γ for various
ζp−1. �

In light of Lemma 187, we will just take γ to have γp−1 = −p with γ ≡ cπ (mod π2) for any particular
c ∈ F×p . This satisfies NML/L(γ) = −p as discussed above.

We will now compute the tuple. We start with the unramified side because it is easier. Namely, γ ∈ Qp(ζp)
is fixed by the Frobenius automorphism σK , so we may set ηK := 1 to have

ηK

σfK(ηK)
= 1 =

σK(γ)

γ
.

The corresponding α0 is thus

α0 = γ .

We now deal with ramification. We begin with a computational lemma, tying in what we have with Te-
ichmüller lifts.

Lemma 188. Fix everything as above. Then ζp−1 := σx(γ)/γ is a primitive (p − 1)st root of unity and in
particular lies in Qp. In fact, ζp−1 ≡ x (mod p).

Note that we are defining ζp−1 above, which is okay: in the worst case, we might have to adjust the
definitions of ζN ′ and ζm to correspond with this particular ζp−1, but otherwise ζp−1 may be any fixed
primitive (p− 1)st root of unity.

Proof. To see that ζp−1 is a (p−1)st root of unity, we note that σx(γ) = ζp−1 ·γ, so an induction shows that

σkx(γ) = ζkp−1 · γ.

Setting k = p− 1 shows that ζp−1
p−1 = 1, so ζp−1 is a (p− 1)st root of unity.

We next show ζp−1 ≡ x (mod p); this will automatically imply that ζp−1 is primitive because it will force
ζp−1 to have at least the order of x (mod p), which is p − 1. Let $ := ζp − 1 be a uniformizer of Qp(ζp).
Because ζp−1, x ∈ Qp, it is enough for vQp(ζp−1 − x) > 0; as such, we will show that

ζp−1
?≡ x (mod $).

To see this, recall γ ≡ c$ (mod $2), so

ζp−1 =
σx(γ)

γ
≡ c · σx($)

c ·$
≡ σx($)

$
(mod $).

However, σx($) = ζxp − 1, so

σx($)

$
=
ζxp − 1

ζp − 1
≡ 1 + ζp + · · ·+ ζx−1

p ≡ 1 + · · ·+ 1︸ ︷︷ ︸
x

≡ x (mod $),

finishing. �

We are almost able to compute ηx := η1. To do this, we pick up a quick lemma.
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Lemma 189. Let p and f be integers. Then

pf(p−1) − 1

(p− 1) (pf − 1)
∈ Z.

Proof. Observe

pf(p−1) − 1

pf − 1
=

p−1∑
k=0

pfk ≡
p−1∑
k=0

1 = p− 1 ≡ 0 (mod p− 1).

This finishes. �

In light of the above lemma, we define

z := − pf(p−1) − 1

(p− 1) (pf − 1)
.

Note the sign here: it is very important! It follows that ηx := ζzN ′ will have

ηx

σfK(ηx)
=

ζzN ′

ζzp
f

N ′

= ζ
−z(pf−1)
N ′ = ζ

N ′/(p−1)
N ′ = ζp−1,

which is indeed σx(γ)/γ. Thus, the corresponding α1 is

α1 =

p−1∏
i=0

σix(ηi)

= ηp−1
i

= ζ
z(p−1)
N ′

= ζ
−N ′/(pf−1)
N ′

α1 = ζ−1
pf−1

.

Lastly, we compute our β10 as

β10 =
ηK
σxηK

· σKηx
ηx

= ζ
z(p−1)
N ′

β10 = ζ−1
pf−1

.

In total, we get the following nice result.

Theorem 190. Let p be an odd prime, and fix K := Qp and L := Qp(ζp, ζm), where p - m. Further, set
L0 := Qp(ζp) and L1 := Qp(ζm) so that L = L0L1 and L0 ∩ L1 = K. Now, pick up the following data.

• Suppose the order of p modulo m is f .
• Let σx : ζp 7→ ζxp be a generator of Gal(Qp(ζp)/Qp).

• Find γ ∈ Qp(ζp) such that γp−1 + p = 0 and σx(γ)/γ = ζp−1. (Equivalently, set ζp−1 := σx(γ)/γ.)

Then the fundamental class uL/K ∈ H2(Gal(L/K), L×) is represented by the triple

(α0, α1, β10) =
(
γ, ζ−1

pf−1
, ζ−1
pf−1

)
.

Remark 191. We verify Artin reciprocity for Qp(ζp)/Qp. Let c ∈ Z2(Gal(L/K), L×) represent the funda-
mental class. The explicit formula for α1 tells us that

α1 =

p−1∏
i=0

c
(
σix, σx

)
= [σx] ∪ ResuL/Qp = [σx] ∪ uL/Qp(ζm) = θ−1

L/Qp(ζm)(σx).

Taking norms down to K×, we see on one hand that

NQp(ζm)/Qp(α1) =

f−1∏
i=0

ζ−p
i

pf−1
= ζ
−(1+p+···+pf−1)
pf−1

= ζ
−(pf−1)/(p−1)

pf−1
= ζ−1

p−1 ≡ x−1 (mod p).
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On the other hand,
NQp(ζm)/Qp θ

−1
L/Qp(ζm)(σx) = θ−1

L/Qp(σx) = θ−1
Qp(ζp)/Qp(σx).

So θ−1
Qp(ζp)/Qp sends σx : ζp 7→ ζxp to x−1 (mod p), as predicted by Lubin–Tate theory.

6.5. Towers. In this section, we will use the notions but not the exact notation as in the set-up. Instead,
we will build a “tower set-up” below. Our goal is to be able to force some compatibility among the data in
the tuples of Corollary 182 in towers. This is particularly simple in the case where we fix some unramified
extension and allow our ramification to ascend in a tower.

As such, fix a base field K and unramified extension Km, and we also fix a tower of totally ramified
extensions

K := Kπ,0 ⊆ Kπ,1 ⊆ Kπ,2 ⊆ · · · .
For example, we might choose Lubin–Tate extensions for this purpose. For brevity, we set

Kπ :=
⋃
i≥0

Kπ,i

to be the (very large) composite totally ramified extension. Now, for each i ≥ 0, we define Li := KmKπ,i

for each and Mi to be the unramified extension of degree [Li : K] over K; notably, [Km : K] | [Li : K], so
Km ⊆Mi for each i ≥ 0. Here is our diagram.

. . . . .
.

. . . M1L2 . .
.

. . . L2 M1L1 . .
.

Kπ,2 L1 M1

Kπ,1 Km

K

Arrows going up and to the left are unramified; arrows going up and to the right are (totally) ramified. Now,
we are interested in constructing a “compatible” system of tuples representing fundamental classes for the
ascending chain of extensions L1/K, L2/K, L3/K, etc.

For coherence reasons, we will also place a few assumptions on our Galois groups. Namely, we will assume
that

Gal(Kπ/K) =

m⊕
i=1

〈τi〉

is a direct sum of finitely many procyclic groups. For example, if we are using Lubin–Tate extensions, and
we are in characteristic 0, then this is automatic. Additionally, we will assume that our quotients are

Gal(Kπ,i/K) =

m⊕
i=1

〈τi|Ki〉

for each i ≥ 0. This requirement, though strong, is essentially the only way we could hope for compatibility
among our tuples—namely, it tells us that each Li/K has Galois group generated by the same elements
(up to restriction) and hence have more or less the same requirements to yield a fundamental tuple. As an
example, this requirement is satisfied when K = Qp and Ki = Qp(ζpi); in fact, m ∈ {1, 2} in this case.

The main focus of the construction is to construct compatible γ elements, but the notion of compatibility
will in fact extend. As such, we will codify this into the following definition.

Definition 192. Fix everything as above. Then a sequence {xi}∞i=0 of elements xi ∈ MiLi is compatible in
towers if and only if

NMi+1Li+1/MiLi+1
(xi+1) = xi.

82



ABELIAN EXTENSIONS

This definition is written down sequentially so that verifying its existence is easy.

Lemma 193. Fix a uniformizer πK ∈ K. There is a sequence {γi}∞i=0 of elements compatible in towers such
that γ0 ∈M0L0 = Km is γ0 = πK .

Proof. This comes down to a norm argument and an induction. Extend a valuation vK : K → Z to all
fields above. Suppose we have constructed γi such that γi is a uniformizer of MiLi. We claim that we can
construct γi+1 to also be a uniformizer of Mi+1Li+1 and with

NMi+1Li+1/MiLi+1
(γi+1) = γi.

This claim will finish the proof inductively.
Now, observe that the extension MiLi+1/MiLi is a totally ramified extension, so if we let $ denote a

uniformizer of MiLi+1, we have

(6.1) v
(
$[MiLi+1:MiLi]

)
= v(γi).

Continuing, Mi+1Li+1/MiLi+1 is an unramified extension, so in fact $ continues to be a uniformizer up in
Mi+1Li+1. As such, we see that it suffices to construct u ∈Mi+1Li+1 such that

NMi+1Li+1/MiLi+1
(u) =

γi
NMi+1Li+1/MiLi+1

($)
.

But the right-hand side is a unit because it has valuation 0 from (6.1), so we can construct a unit u for the
left-hand side as well because the norm map surjects from units to units in unramified extensions. In total,
γi+1 := u$ is the element we are looking for. �

However, the definition of compatibility does not actually tell us that each of these γi will behave the way
that we need them to as required by Corollary 182. The compatibility is also a little unnatural because it
only moves one step at a time. To fix both of these issues, we have the following.

Lemma 194. Suppose that the sequence {xi}∞i=0 is compatible in towers. Then for any nonnegative integers
p ≥ q, we have

NMpLp/MqLp(xp) = xq.

Proof. This will require us to actually describe the Galois groups involved. Set σK ∈ Gal(Kunr/K) to the
Frobenius automorphism on K, but extend σK to all Kab by acting trivially on totally ramified extensions.
Additionally, for brevity we set

f := [Km : K] and ei := [Kπ,i : K]

for each i ≥ 0. Now, the extension MpLp/MqLp is unramified and hence has Galois group generated by its
Frobenius element. The Frobenius element of MqLp is equal to the Frobenius element of Mq because the
extension MjLi/Mj is totally ramified, and because Mq/K is unramified, we may compute the Frobenius
element of Mq as

σ
[Mq :K]
K ,

where [Mq : K] = [Lq : K] = [Lq : Kπ,q] · [Kπ,q : K] = [Km : K] · [Kπ,q : K] = feq. As for the order of
Gal(MpLp/MqLp), we first compute, for any i ≥ 0,

[MiLi : Li] =
[MiLi : K]

[Li : K]
=

[MiLi : Mi] · [Mi : K]

[Li : K]
= [MiLi : Mi] = [Kπ,i : K] = ei,

so the degree we want is ep/eq. Thus,

NMpLp/MqLp(xp) =

ep/eq−1∏
i=0

σ
feqi
K (xp).
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Now, we show that this equals xq by induction on p. When p = q, there is nothing to say. Then, supposing
we have the equality at p, we write

NMp+1Lp+1/MqLp+1
(xp+1) =

ep+1/eq−1∏
i=0

σ
feqi
K (xp+1)

=

ep/eq−1∏
b=0

ep+1/ep−1∏
a=0

σ
feq(a(ep/eq)+b)
K (xp+1)

=

ep/eq−1∏
b=0

σ
feqb
K

(
ep+1/ep−1∏

a=0

σ
fepa
K (xp+1)

)

=

ep/eq−1∏
b=0

σ
feqb
K

(
ep+1/ep−1∏

a=0

σ
fepa
K (xp+1)

)
.

Doing the same Galois theory, we see Gal(Mp+1Lp+1/MpLp+1) is cyclic generated by σ
fep
K of order ep+1/ep,

so the inner term is NMp+1Lp+1/MpLp+1
(xp+1), which we know to be xp. Now, xp ∈ MpLp, so in fact the

entire product collapses to

NMp+1Lp+1/MqLp+1
(xp+1) = NMpLp/MqLp(xp) = xq,

which is what we wanted. This completes the proof. �

In particular, our sequence {γi}∞i=0 compatible in towers with γ0 = 0 will have

NMiLi/Li(γi) = NMiLi/M0Li(γi) = γ0 = πK

for each i ≥ 0, so these γi ∈MiLi do in fact satisfy the needed requirement of Corollary 182.
Thus, we have described how to construct our γ terms in the tower, from which the rest of the fundamental

tuple follows. However, we do remark that it is possible to choose the η terms to be compatible in towers as
well.

Lemma 195. Fix everything as above. Further, fix some σ ∈ Gal
(⋃

i≥0 Li/K
)
. Then there exists a sequence

{ηi}∞i=0 compatible in towers such that

(6.2)
ηi

σfK(ηi)
=
σ(γi)

γi

for each i ≥ 0.

Proof. Well, to begin we have γ0 = πK , which is fixed by σ, so the right-hand side is 1, meaning that we
might as well take η0 = 1. We now claim that, given ηi satisfying (6.2) which is a unit, we can construct
ηi+1 with

NMi+1Li+1/MiLi+1
(ηi+1) = ηi

also satisfying (6.2) (for i + 1) which is a unit. For brevity, set N := NMi+1Li+1/MiLi+1
. To begin, we note

that ηi is a unit in MiLi+1 as well, so because Mi+1Li+1/MiLi+1 is unramified, we may simply guess any
η ∈Mi+1Li+1 such that

N(η) = ηi.

We now need to correct for (6.2). Well, we start by noting we’re pretty close because

N

(
η

σfK(η)

/
σ(γi+1)

γi+1

)
=

N η

σfK(N η)

/
σ(N γi+1)

N γi+1

=
ηi

σfK(ηi)

/
σ(γi)

γi

= 1.
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Now, Mi+1Li+1/MiLi+1 is unramified and hence cyclic, and we know that its Galois group is generated by

σfeiK as computed earlier, so Hilbert’s theorem 90 allows us to find some u ∈Mi+1Li+1 such that

η

σfK(η)

/
σ(γi+1)

γi+1
=

u

σfeiK u
.

Quickly, note that we may multiply u by any element in MiLi+1 without adjusting the equality. Thus, taking
$ to be a uniformizer of MiLi+1, we note that we can divide out u by some number of $s to force u to be
a unit because the extension Mi+1Li+1/MiLi+1 is unramified, making $ also a uniformizer of Mi+1Li+1.
This is all to say that we may assume that u is a unit.

Now, we note that

u

σfeiK u
=

ei−1∏
k=0

σfkK u

σ
f(k+1)
K u

=

(
ei−1∏
k=0

σfkK u

)
︸ ︷︷ ︸

v:=

/σfK

(
ei−1∏
k=0

σfkK u

)
=

v

σfKv
.

Because u is a unit, v is as well. In total, we see that

η

σfK(η)

/
σ(γi+1)

γi+1
=

u

σfeiK u
=

v

σfKv

now implies that
η/v

σfK(η/v)
=
σ(γi+1)

γi+1
.

Thus, we set ηi+1 := η/v, which we know to be a unit because both η and v are. This completes the inductive
step and hence the proof. �

As such, we define {ησ,i}∞i=0 for each σ ∈ Gal
(⋃

i≥0 Li/K
)

as constructed above, and we know these to
be compatible in towers.

To finish our discussion, we note that because the expressions for the αi and βij are multiplicative and
because norms commute with automorphisms in abelian extensions, choosing the γs and ηs to be compatible
in towers will imply that the entire fundamental tuples will be (pointwise) compatible in towers.

As an example, we write this compatibility out for α0; the rest of the terms are similar. We define

α0,i := γi ·
f−1∏
k=0

σkK(ησK ,i)

in accordance with Corollary 182. To check that this is compatible in towers, we set N := NMi+1Li+1/MiLi+1

for some index i and compute

N(α0,i+1) = N

(
γi+1 ·

f−1∏
k=0

σkK(ησK ,i+1)

)

= N γi+1 ·
f−1∏
k=0

σkK(N ησK ,i+1)

= γi ·
f−1∏
k=0

σkK(ησK ,i)

= α0,i,

which is what we wanted.

7. Global Gerbs

In this section we provide a concrete description of the Kottwitz gerbs E2 and E3 from [Kot14] associated
to the global extension Q(ζpν )/Q when p is a prime.

The outline is as follows. Namely, we will mostly make explicit the construction described in subsection 2.4.
In our toy example, computing E1 is also fairly easy because our extension is cyclic; indeed, we can compute

a representative c1 for α1 ∈ Ĥ2(G,A×L/L×).
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For E2, it is relatively straightforward to give some representative c2 for α2 ∈ Ĥ2(G,HomZ(Z[VL],A×L )) by
using, say, Corollary 182 to get representatives for the local fundamental classes and then inverting Shapiro’s
lemma as in Lemma 33 to finish. In fact, in our toy case this is easier because all relevant extensions are
cyclic.

However, the main difficulty here is in melding c2 and c1 to make the diagram

Z[VL] Z

A×L A×L/L×

c1(g,g′)c2(g,g′)

commute for all g, g′ ∈ Gal(L/K). In the approach below, we will fix c1 to begin and then choose a c2
which will make this diagram commute. From here, we induce c3(g, g′) for g, g′ ∈ Gal(L/K) by filling in the
rightmost arrow in the morphism of short exact sequences, as follows.

0 Z[VL]0 Z[VL] Z 0

0 L× A×L A×L/L× 0

c1(g,g′)c2(g,g′)c1(g,g′)

Doing this will compute a representative c3 for α3 ∈ Ĥ2(G,HomZ(Z[VL]0, L
×)) and hence E3.

7.1. Computing E2. We continue in the context of subsection 2.4, in the case of K := Q and L := Q(ζpν );
for brevity, set ζ := ζpν . The goal of the computation is to fully reverse Lemma 33 to be able to write down
a 2-cocycle in Z2(G,D2(AL)) representing α2, which will then specify a gerb in the correct equivalence class
of E2. As such, for each u ∈ VK , we choose some v(u) ∈ VL above u.

7.1.1. Extracting Elements and Setting Notation. We are going to choose our local fundamental class repre-
sentatives to be compatible with a choice of global fundamental class for L/K. However, this will require
extracting certain magical elements of L×, so we will go ahead and extract these before getting into the
computation.

For clarity, we will go ahead and state all the elements we will construct, and then we will spend the rest
of this subsection constructing them.

(1) We choose a generator σ ∈ G := GaL(L/K).
(2) For a specific infinite place v(∞) of L, we select ξ∞ ∈ LGv(∞) such that

ξ∞ ≡ iv(−1) · iPx (mod NGv(∞A
×
L ).

(3) For each subgroup H ⊆ G and ideal class c ∈ ClLH , we will need to find a prime LH -ideal rH,c
representing c while splitting completely in L.

(4) Given a finite unramified place u ∈ VK under v(u) ∈ VL, set q to be the prime LGv(u) -ideal above u.
Finding the correct rH,[q−1], we need to select a generator $u for qrH,[q−1].

All of these elements above will be found somewhat non-constructively.
We now construct item 1 through item 4, in order. To begin, we need to write down G := Gal(Q(ζ)/Q)

in some concrete way, so we pick a generator x ∈ (Z/pνZ)
×

(recall that p is odd) so that σ : ζ 7→ ζx is a
generator of G of order n := ϕ (pν) = (p− 1)pν−1. To be able to properly localize, for each prime q 6= p, we
define kq ≥ 0 to have

xkq ≡ q (mod p)

so that σkq : ζ 7→ ζq. We also set dq := gcd(kq, n) so that 〈σkq 〉 = 〈σdq 〉 with order nq := n/dq.
Additionally, we let P = (1− ζ) denote the prime of L above (p) of K; notably, L/K is totally ramified

at (p), so there is in fact exactly one prime P here. In particular, we can check that

cp(σ
i, σj) = x−b

i+j
n c
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is a 2-cocycle in Z2(G,LP/K(p)) representing the local fundamental class in Ĥ2(G,L×P). Passing cP through

L×P ↪→ A×L � A×L/L×, we see that

iPcp(σ
i, σj) = iPx

−b i+jn c

has cohomology class of global invariant 1/n and therefore represents the global fundamental class uL/K ∈
Ĥ2(G,A×L/L×).

We now move on to choosing ξ∞ as mentioned in item 2. The following conjures the element that we
need for infinite places. Set τ := σn/2 to be the “conjugation” action on L.

Lemma 196. Let v := v(∞) be our chosen infinite place, and set Gv = {1, τ}. Then there exists ξ∞ ∈ L〈τ〉
such that

ξ∞ ≡ iv(−1) · iPx (mod N〈τ〉A×L ).

Proof. It is a fact that we can represent the local fundamental class of Lv/K∞ by

cv(τ
i, τ j) = (−1)b

i+j
2 c.

Indeed, Ĥ2(Gv, L
×
v ) ' Ĥ0(Gv, L

×
v ) = R×/R×>0, and the above representative of cv chooses −1 to represent

the negative real numbers in R×/R>0.
Now, embedding this into A×L/L×, we see that

ivcv(τ
i, τ j) = iv(−1)b

i+j
2 c

has global invariant 1/2 and therefore should live in the same cohomology class as ResGv iPcP. In particular,

we place [τ ] ∈ Ĥ−2(Gv,Z) and note that

[ivcv] ∪ [τ ] = [ResGv iPcp] ∪ [τ ]

as elements in Ĥ0(Gv,A×L/L×). Rearranging, this implies that

[1] = [iv(−1) · iPx]

as elements in Ĥ0(Gv,A×L/L×). Now, this group is A×L/L× modded out by NGvA
×
L , so we can unwind this

as promising some ξ∞ ∈ L× such that

ξ∞ ≡ iv(−1) · iPx (mod NGvA
×
L ).

It remains to show that ξ∞ is fixed by τ . Well, the above turns into

ξ∞ = iv(−1) · iPx · a · τa

for some a ∈ A×L , and this equality has each factor on the right-hand side fixed by τ . �

Remark 197. For certain primes, one can choose ξ∞ from the circulant units of Q(ζp), making ξ∞ effectively
computable. In particular, [Dum20, Proposition 1] tells us that this is possible whenever # ClH is odd; this
fails first for Q(ζ29). In [Dav69], it is conjectured that this is possible for infinitely many primes.

Continuing, we note that, because Gv is preserved by conjugation, we have

gξ∞ ≡ igv(−1) · iPx (mod NGgvA
×
L )

as well, so we set ξgv := gξ∞. Because ξ∞ is preserved by τ , the choice of g ∈ G yielding gv is irrelevant.
We are going to want to “inflate” ξv to be helpful with larger subgroups H ⊆ Gv containing {1, τ}, for

which we establish the following lemma.

Lemma 198. Fix everything as above. Picking any infinite place v | ∞ and subgroup H ⊆ G containing τ ,
the element

ξv,H :=
∏

g〈τ〉∈H/〈τ〉

gξv

has

ξv,H ∈ LH and ξv,H ≡ iPx#H/2 ·
∏
w∈Hv

iw(−1) (mod NHA×L ).

Technically, we must choose some coset representatives for H/〈τ〉 to define ξv,H , but because ξv is fixed
by τ , they all yield the same element ξv,H ∈ L.
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Proof. By construction,

ξv = iPx · iv(−1) ·N〈τ〉a
for some a ∈ A×L . Now, we choose coset representatives {g1, . . . , gm} for H/〈τ〉 so that

ξv,H =

m∏
k=1

gkξv

=

(
m∏
k=1

gkiPx

)(
m∏
k=1

gkiv(−1)

)(
m∏
k=1

gk(a · τa)

)

=

(
m∏
k=1

igkP(gkx)

)(
m∏
k=1

igkvgk(−1)

)(
m∏
k=1

gka · gkτa

)

= iPx
#H/2

(
m∏
k=1

igkv(−1)

)
NHa.

Quickly, we show that the (multi)set of gkv is the same as Hv. Well, gv = v if and only if g ∈ 〈τ〉, so the
stabilizer of v in the H-set Hv is 〈τ〉. It follows that there is a (canonical) isomorphism H/〈τ〉 ' Hv of
H-sets, which is what we wanted.

Thus,

ξv,H = iPx
#H/2

( ∏
w∈Hv

iw(−1)

)
NHa.

To show ξv,H ∈ LH , we observe that the above factors are each fixed by H, finishing. �

Next we turn to our finite unramified places, which are the subject of item 3 and item 4. The following
is the construction for item 3.

Lemma 199. Fix everything as above. For each subgroup H ⊆ G and ideal class c ∈ ClLH , there exists a
prime LH-ideal rH,c satisfying the following constraints.

• rH,c has ideal class c.
• rH,c splits completely in L.

Proof. This is an application of the Chebotarev density theorem. Let M be the Hilbert class field of LH ,
yielding the following tower of fields.

ML

M L

LH

K

The main claim is that M∩L = LH . Certainly M∩L contains LH , so we make the following two observations.

• Because M ∩ L is a subextension of the unramified extension LH ⊆M , the extension LH ⊆M ∩ L
is also unramified.

• Because the extension LH ⊆ L is totally ramified (at the place over (p)), the only way for a sub-
extension to be unramified is for the subextension to be LH .

Combining the above two observations forces M ∩ L = LH .
It follows that M and L are linearly disjoint over LH , so

Gal(ML/LH) ' Gal
(
M/LH

)
×Gal

(
L/LH

)
' ClLH ×H.

Thus, choose g ∈ Gal(M/LH) corresponding to c ∈ ClLH and then use the Chebotarev density theorem to
find a prime LH -ideal r such that Frobr = (g, 1). We claim that rH,c := r will do the trick.
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For concreteness, let R be a prime of ML above r, and set RM := R ∩M and RL := R ∩ L. Then

FrobRM/r = ResM FrobR/r = g,

so r has the correct ideal class. Similarly,

FrobRL/r = ResL FrobR/r = 1,

so r splits completely up in L. �

Now, let (q) 6= (p) be a finite prime of K, and choose some place v := v(u) ∈ VL above (q) corresponding
to the prime Q. Intersecting down, set q := Q ∩ LGv .

We will want to choose a well-behaved uniformizer of q to represent our local fundamental class. Choosing
q ∈ q turns out to cause difficulties when q is not inert in L. Instead, we use Lemma 199 to find the constructed
LGv -prime ru such that ru splits completely in L and qru is principal. As such, we find $u ∈ LGv such that

qru = ($u).

Observe that if we work with gv(u) instead of v(u) for some g ∈ G, we can analogously write

(gq)(gru) = (g$u),

so we set $gv(u) := g$u for g ∈ G. Note that this is well-defined: gv(u) = g′v(u) implies that g−1g′ ∈ Gv,
so g−1g$u = $u, so g$u = g′$u.

7.1.2. Choosing Local Fundamental Cocycles. We now choose our representative of α2 ∈ Ĥ2(G,HomZ(Z[VL],A×L ))
by working up through Lemma 33. For this, we must find explicit 2-cocycles to represent the various
iv(u)α(Lv(u)/Ku)s for u ∈ VK . Some of these will be easy. For example, for the finite place v = v((p)) = P,
we can set

cp(σ
i, σj) = x−b

i+j
n c

to represent uLP/K(p)
∈ Ĥ2(G,L×P), so we set c̃p := iPcp.

Additionally, for v = v(∞), we set

c∞(τ i, τ j) = (−1)b
i+j
2 c

to represent uLv/K∞ ∈ Ĥ2(G,L×v ). However, we won’t want to use ivc∞ for our 2-cocycle. Instead, we recall
that

[ivc∞] ∪ [τ ] = [iv(−1)] = [ξ∞/iPx]

as elements of Ĥ0(Gv,A×L ). Thus, [ivc∞] is also represented by

c̃∞(τ i, τ j) := (ξ∞/iPx)b
i+j
2 c

by cupping with (τ i, τ j) 7→
⌊
i+j
2

⌋
, which represents the generator of Ĥ2(Gv,Z).

Lastly, we let u = (q) 6= (p) denote a finite (unramified) place of VK , and we set v := v(u) associated to
the finite prime Q. For brevity, set H := Gv, and note H = 〈σkq 〉 because σkq : ζ 7→ ζkq . Now, because our
chosen $u is a uniformizer of Q ∩ LGv , we can set(

σkqi, σkqj
)
7→ $

⌊
i+j
nq

⌋
u ,

for 0 ≤ i, j < nq, to represent uLv/Ku ∈ Ĥ2(H,L×v ). It will be helpful to be able to change between
generators, so we pick up the following lemma.

Lemma 200. Let G = 〈σ〉 be a finite cyclic group of order n. Further, suppose k ∈ Z has gcd(k, n) = 1.
Then define χ, χd ∈ Z2(G,Z) by

χ
(
σi, σj

)
:=

⌊
i+ j

n

⌋
and χk

(
σki, σkj

)
:=

⌊
i+ j

n

⌋
,

where 0 ≤ i, j < n. Then [χ] = k[χk] in H2(G,Z).
89



ABELIAN EXTENSIONS

Proof. It is well-known that

(7.1) (− ∪ [χk]) : Ĥ0(G,Z)→ Ĥ2(G,Z)

is an isomorphism. Now, for m ∈ Z, we see that [m] ∪ [χk] = [mχk], so we see that we can actually invert
the above isomorphism explicitly because∑

g∈G
(mχk)

(
g, σk

)
= m

n−1∑
`k=0

χk
(
σ`k, σk

)
= m,

so [c] 7→ [c] ∪
[
σk
]

=
[∑

g∈G c(g, σ
k)
]

describes the inverse of (7.1). As such, we pick up χ and compute

∑
g∈G

χ
(
g, σk

)
=

n−1∑
`=0

χ
(
σ`, σk

)
= k.

Thus, [k] ∪ [χk] = [χ], which is what we wanted. �

As such, we set χdq ∈ Z2(G,Z) by χdq :
(
σdqi, σdqj

)
7→
⌊
i+j
n

⌋
. Then Lemma 200 tells us that

[χdq ] = (kq/dq)[χkq ].

Thus, we find yq ∈ Z with yq · kq/dq ≡ 1 (mod nq) so that we can represent α(Lv/Ku) by

([$u] ∪ yqχdq ) :
(
σdqi, σdqj

)
7→ $

yqb i+jn c
u .

For brevity, let this 2-cocycle be cq ∈ Z2
(
H,L×v

)
.

Again, we won’t want to represent ivuLv/Ku ∈ Ĥ2(H,A×L ) by ivcq. To find the desired representative, we

begin by embedding $u ∈ L× to A×L , yielding

$u =
∏
w∈VL

iw$u.

We claim that if v′ ∈ VL is a finite place not lying over (p), q, nor r, then

(7.2)
∏

w∈Hv′
iw$u

is a norm in NHA×L . Indeed, all places in Hv′ are unramified (they don’t lie over (p)), and the fact that v′

avoids both q and r implies that $u ∈ O×w for each w ∈ Hv′. In particular, there is some av′ ∈ Lv′ such that
$u = NHv′a, so

NH(iv′av′) =
∏
h∈H

ihv′hav′ =
∏

[h0]∈H/Hv′

ih0v′

(
h0

∏
h∈Hv′

hav′

)
=

∏
w∈Hv′

iw$u,

where the last equality used the fact that $u is fixed by h0 ∈ H. Now, multiplying elements of the form (7.2)
together (infinitely many multiplications at different places are okay because we are working with idéles), we
conclude that

(7.3) $u ≡ iv$u · iP$u ·
∏
w|r

iw$u ·
∏
w|∞

iw$u (mod NHA×L ).

We deal with the remaining terms one at a time, in sequence.

Lemma 201. Fix everything as above, with finite place u not above (p) chosen. Then there exists ξu ∈ L×
and eu ∈ Z such that

ξu$u ≡ iv$u · iPxeu (mod NHA×L ).

Proof. Looking at (7.3), we have to deal with places above r and places above ∞. We deal with these
separately.

Let’s begin with the places above r. Fix some v′ above r. Because r is totally split in L, we have Hv′ = {1},
so

NH(iv′$u) =
∏
h∈H

ihv′$u =
∏
w|∞

iw$u.
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So the places over r actually dissolve into a norm, implying

$u ≡ iv$u · iP$u ·
∏
w|∞

iw$u (mod NHA×L ).

Next we turn to the infinite places. We begin by fixing some infinite place v′ | ∞. We have two cases.

• If τ /∈ H, then we see that

NH iv′$u =
∏
h∈H

ihv′h$u =
∏

w∈Hv′
iw$u,

where the last step is because hv′ = h′v′ for h, h′ ∈ H implies h = h′. Thus, these are all norms.
• Otherwise, τ ∈ H. For concreteness, associate v′ to the embedding σ : L→ C; note hv is associated

to the embedding L
h→ L→ C. In fact, σ(LH) ⊆ R because LH is fixed by τ ∈ H, so we’ll consider

iv′
√
σ(εu,v′$u) ∈ A×L ,

where the sign εu,v′ ∈ {±1} is chosen to ensure σ(εu,v′$u) > 0. Thinking concretely,
√
εu,v′σ$u

is a Cauchy sequence of elements of LH under the metric induced by σ : LH → R, whose square
approaches εu,v′σ$u > 0. Notably, we may choose a Cauchy sequence for our square root from LH

because σ(εu,v′$u) > 0.
Applying h : Lv′ → Lhv′ to this Cauchy sequence, we get another Cauchy sequence, but this time

the Cauchy sequence is under the metric induced by σh−1 : LH → R and approaches εu,v′σh$u.
However, these metric are the same on LH , and h$u = $u, meaning that applying h here merely
produced another

√
εu,v′σ$u ∈ Lhv′ . The whole point of this is to be able to write

NH iv′
√
σ(εu,v′$u) =

∏
h∈H

hiv′
√
σ(εu,v′$u)

=
∏

h〈τ〉∈H/〈τ〉

ihv′

(√
σ(εu,v′$u) · τ

√
σ(εu,v′$u)

)
=

∏
w∈Hv′

iw(εu,v′$u).

In total, we see that∏
w∈Hv′

iw$u ≡
∏

w∈Hv′
iw(εu,v′) ≡

(
ξv′,H · iPx−#H/2

)(1−εu,v′ )/2

by Lemma 201.

We now synthesize. If τ ∈ H, then we take ξu = 1 and eu = 0 so that (7.3) gives

$u ≡ iv$u · iP$u (mod NHA×L ).

When τ ∈ H, this is a little more complicated. For notational reasons, we will let V∞ denote the set of
infinite places in VL, letting us write∏

w∈V∞

iw$u =
∏

[v′]∈V∞/H

∏
w∈Hv′

ihw$u

≡
∏

[v′]∈V∞/H

(
ξv′,H · iPx−#H/2

)(1−εu,v′ )/2

≡
∏

[v′]∈V∞/H

ξ
(1−ε

u,v′ )/2

v′,H ·
∏

[v′]∈V∞/H

iPx
−#H/2·(1−εu,v′ )/2 (mod NHA×L ).

So we can collapse this product down to ξ−1
u · iPxeu as above. Plugging into (7.3) gets the result. �

Lastly, we fix the iP term. For this, we use the following lemma.
91



ABELIAN EXTENSIONS

Lemma 202. Fix everything as above. Suppose that we have a subgroup H ⊆ G and power e ∈ Z such that

[iPx
e] = [1]

as elements of Ĥ0(H,A×L/L×). Then

iPx
e ≡ 1 (mod NHA×L ).

Proof. The point is to show that #H | e. Let H = 〈σd〉 for a fixed d | n. We have already established that

(σi, σj) 7→ iPx
−b i+jn c

represents the fundamental class of Ĥ2(G,A×L/L×), so restricting implies that

(σdi, σdj) 7→ iPx
−b i+jn/dc

represents the fundamental class of Ĥ2(H,A×L/L×) ' Z/#HZ. Cupping with [σd] ∈ Ĥ−2(H,Z) reveals that

iPx
−1 is a generator of Ĥ0(H,A×L/L×) of order #H.

Thus,
[iPx]e = [1]

as elements of Ĥ0(H,A×L/L×) implies that #H | e. In particular, we conclude that #H | e. To finish, we
see that

NH iPx
e/#H = iPx

e,

finishing. �

We quickly remark that Lemma 202 has the following amusing corollary.

Corollary 203. Fix everything as above. Let

ξ :=

pν−1∑
i=0

aiζ
i

be a totally positive unit in OQ(ζ), with ai ∈ Z for each i. Then

pν−1∑
i=0

ai ≡ 1 (mod p).

Proof. Because the ai are integers, it suffices to show that

ξ =

pν−1∑
i=0

aiζ
i ≡

pν−1∑
i=0

ai
?≡ 1 (mod P),

where P := (1− ζ) is the prime above (p). For this, we note that

ξ ≡
∏
v∈VL

ivξ ≡ iPξ (mod NGA×L )

after noting that all infinite places give norms (because ξ is totally positive) and all finite unramified places
give norms (because ξ is a unit). Applying Lemma 202, we find ξ ≡ 1 (mod P), finishing. �

We now return to our computation. Currently, we have some ξu and eu such that

ξu$u ≡ iv$u · iPxeu (mod NHA×L ).

However, we know abstractly that the 2-cocycles ivcq and Res c̃p both represent the fundamental class of

Ĥ2(H,A×L/L×), which means that they need to have the same cup product with
[
σdq
]
, giving the equality

[iv$
yq
u ] =

[
iPx

−1
]

as elements of Ĥ0(H,A×L/L×). Combining,

[1] = [iv$
yq
u · iPxyqeu ] = [iPx

yqeu−1] = [iPx]yqeu−1

as elements of Ĥ0(H,A×L/L×). Thus, Lemma 202 lets us conclude that

iPx
yqeu ≡ iPx (mod NHA×L ).
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Thus,

(ξu$u)yq ≡ iv$yq
u · iPx (mod NHA×L ).

In total, we can choose

c̃q
(
σi, σj

)
:= (ξyqu $

yq
u /iPx)

⌊
i+j
nq

⌋
to represent ivuLv/Ku ∈ Ĥ2(H,A×L ).

To synthesize all places, we set

(7.4) ωu :=


1 u = (p),

ξ∞ u =∞,
ξ
yq
u $

yq
u u /∈ {(p),∞},

and du :=


dq u = q 6= p is finite,

1 u = p,

n/2 u =∞,

so that

c̃u
(
σdui, σduj

)
= (ωu/iPx)b

i+j
n/du
c

in all cases.

7.1.3. Inverting Shapiro’s Lemma. The next step in reversing Lemma 33 is to invert the Shapiro’s lemma
isomorphism

Ĥ2
(
Gv(u),A×L

)
' Ĥ2

(
G,CoIndGGv(u)(A

×
L )
)

for each place u ∈ VK . Until the end of this section, we will fix the place u ∈ VK and set v := v(u) ∈ VL and
H := Gv = Gv(u) for brevity. It is known that (e.g., see [Kal18]) this inverse morphism can be constructed
as the composite

Ĥ2
(
H,A×L

) ι→ Ĥ2
(
H,CoIndGH A×L

) cor→ Ĥ2
(
G,CoIndGH A×L

)
,

where ι : A×L → CoIndGH A×L takes a to ι(a) : g 7→
(
g1g∈H

)
a.

Thus, we have two maps to track on the level of our 2-cocycles. For the time being, we will ignore that
we have chosen a specific 2-cocycle cu ∈ Z2(H,A×L ) and track everything through abstractly. To track ι, we
start by computing

(ιcu) (h, h′) : g 7→ (gcu(h, h′))
1g∈H .

Next we must track through cor. This is more difficult; we follow [NSW08]. To begin, we choose represen-
tatives for cosets in H\G, letting Hg denote the representative of H\G; for coherence reasons, we require
He = e, where e ∈ G is the identity. With this notation, we may compute

(cor ιcu) (g1, g2) =
∑

Hg∈H\G

(Hg)−1 · (ιcu)
(
Hgg1Hgg1

−1
, Hgg1g2Hgg1g2

−1
)
.

Now, the G-action on CoIndGH A×L takes f : G→ A×L to (gf) : x 7→ f(xg). So when we plug in g0 ∈ G, we get

(cor ιcu) (g1, g2) (g0) =
∏

Hg∈H\G

(ιcu)
(
Hgg1Hgg1

−1
, Hgg1g2Hgg1g2

−1
)(

g0Hg
−1
)

=
∏

Hg∈H\G

(
g0Hg

−1
cu

(
Hgg1Hgg1

−1
, Hgg1g2Hgg1g2

−1
))1

g0Hg
−1∈H

.

The only opportunity for a factor in the product to not output 1 is when g0Hg
−1 ∈ H, which is equivalent

to Hg0 = Hg, yielding

(cor ιcu) (g1, g2) (g0) = g0Hg0
−1
cu

(
Hg0g1Hg0g1

−1
, Hg0g1g2Hg0g1g2

−1
)
.

This will be explicit enough for our purposes.
Continuing, we go from Z2

(
G,CoIndGGv A

×
L

)
up to Z2

(
G,MorSet(H\G,A×L )

)
, for which we note that

f ∈ CoIndGGv A
×
L should be sent to Hg 7→ gf

(
g−1

)
. (This is well-defined because f(hg) = hf(g) for h ∈ H

here.) This gives the 2-cocycle

(g1, g2) 7→ Hg0 7→ Hg−1
0

−1
cu

(
Hg−1

0 g1Hg
−1
0 g1

−1
, Hg−1

0 g1g2Hg
−1
0 g1g2

−1
)
.
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The above immediately extends to a 2-cocycle in Z2
(
G,HomZ(Z[Gv\G],A×L )

)
, which then turns into the

2-cocycle

(g1, g2) 7→ g0v 7→ Hg−1
0

−1
cu

(
Hg−1

0 g1Hg
−1
0 g1

−1
, Hg−1

0 g1g2Hg
−1
0 g1g2

−1
)

in c2 ∈ Z2
(
G,HomZ(Z[Vu],A×L )

)
.

Only now do we let the place u ∈ VK vary, extending c2 accordingly to

(7.5) c2(g1, g2) : g0v(u) 7→ Gv(u)g
−1
0

−1
cu

(
Gv(u)g

−1
0 g1Gv(u)g

−1
0 g1

−1
, Gv(u)g

−1
0 g1g2Gv(u)g

−1
0 g1g2

−1
)

in c2 ∈ Z2(G,HomZ(Z[VL],A×L )); this is the representative of α2 we are looking for.

Example 204. If g1, g2 ∈ H and g0 = e, then

c2(g1, g2) : v(u) 7→ cu (g1, g2) ,

as needed; notably, we used the requirement that He = e.

7.1.4. Finishing Up. We will now be more concrete to our example. Because G is cyclic, and Gv(u) is cyclic

generated by σdu , we can set

Gv(u)σi = σi

for each 0 ≤ i < du. This gives the 2-cocycle

c2
(
σi, σj

)
: σcv(u) 7→ σc(ωu/iPx)

⌊[⌊ i+[−c]du
du

⌋]
nu

+

[⌊
i+j+[−c]du

du

⌋
−
⌊
i+[−c]du

du

⌋]
nu

nu

⌋
in c2 ∈ Z2

(
G,HomZ(Z[VL],A×L )

)
after tracking through (7.5).

As a last addendum, we go ahead and compute the α associated to c2. Namely, we want to compute

α (σcv(u)) =

n−1∏
i=0

c
(
σi, σ

)
(σcv(u))

= σc(ωu/iPx)

n−1∑
i=0

⌊[⌊ i+[−c]du
du

⌋]
nu

+
[⌊ i+1+[−c]du

du

⌋
−
⌊ i+[−c]du

du

⌋]
nu

nu

⌋
.

It turns out that the giant sum is just 1, which we outsource to the following lemma.

Lemma 205. Let n, d > 0 be positive integers. Then, for any c ∈ [0, d), we have

nd−1∑
i=0

⌊[⌊ i+c
d

⌋]
n

+
[⌊
i+1+c
d

⌋
−
⌊
i+c
d

⌋]
n

n

⌋
= 1.

Proof. Note that each term in the sum is either 0 or 1 because the terms take the form
⌊
a+b
n

⌋
where

0 ≤ a, b < n. As such, we are counting the number of nonzero terms in the sum.
Well, we claim that the term is nonzero if and only if i = nd− c− 1. Note that n, d > 0 and c < d implies

that nd− c− 1 is a valid input in [0, nd− 1). Anyway, we start by showing that, if the term⌊[⌊ i+c
d

⌋]
n

+
[⌊
i+1+c
d

⌋
−
⌊
i+c
d

⌋]
n

n

⌋
is nonzero, then i = nd− c− 1. Note that

⌊
i+1+c
d

⌋
−
⌊
i+c
d

⌋
must be positive for this to be possible, or else

the entire numerator is less than n. However, for this to be positive, we need i+ 1 + c to be a multiple of d,
which means

i ≡ −c− 1 (mod d).

Even still, we don’t get much from this, only that
⌊
i+1+c
d

⌋
−
⌊
i+c
d

⌋
= 1. As such, we’re going to need[⌊

i+ c

d

⌋]
n

= n− 1
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for our term to be nonzero. Of course, i < nd and c < d, so i+c
d < n, so we don’t even have to worry about

modding out by n here. As such, we really just need i+c
d ≥ n− 1, which translates into

i ≥ nd− c− d.
Combining this with the fact that i < nd and i ≡ −c − 1 (mod d), we see that we are forced to have
i = nd− c− 1.

We finish by remarking that i = nd− c− 1 will give⌊[⌊ i+c
d

⌋]
n

+
[⌊
i+1+c
d

⌋
−
⌊
i+c
d

⌋]
n

n

⌋
=

⌊
n− 1 + 1

n

⌋
= 1

as discussed above. This completes the proof. �

In total, our value of α comes out to be

α(2) : σcv(u) 7→ σcωu/iPx.

For brevity, we set ωωcv(u) := σcωu. By construction, ωu ∈ LGv , so ωv does not depend on the exact choice
of σc among coset representatives in G/Gv. So we can write more succinctly that

α(2) : v 7→ ωv/iPx .

This completes the computation.

7.2. Computing E3. In this section we continue the computation with L := Q(ζpm) and K := Q from
subsection 7.1. Namely, at the end we computed that

c̃2
(
σi, σj

)
: v 7→ (ωv/iPx)b

i+j
n c

represents α2 ∈ Ĥ2(G,A×L ). We now recall that

c1(σi, σj) := iPx
−b i+jn c

represents the global fundamental class α1 ∈ Ĥ2(G,A×L/L×). However, our careful choice of c2 and c1 implies
that the following diagram commutes for all g, g′ ∈ G.

Z[VL] Z

A×L A×L/L×
c2(g,g′) c1(g,g′)

These two morphisms induce a unique morphism c1(g, g′) : Z[VL]0 → L× as follows.

0 Z[VL]0 Z[VL] Z 0

0 L× A×L A×L/L× 0

c2(g,g′) c1(g,g′)c3(g,g′)

In fact, because we have
gci(g

′, g′′) · ci(g, g′g′′)
ci(g, g′) · ci(gg′, g′′)

= 1

for all g, g′, g′′ ∈ G and i ∈ {1, 2}, the uniqueness of the induced arrow c3 implies that the same relation
must hold for i = 3 above. In particular, c3 is a 2-cocycle, and by construction c3 represents α3.

We can even write down c3 explicitly. Indeed, given v − v′ ∈ Z[VL]0, we have

c2(σi, σj)(v − v′) = (ωv/ωv′)
b i+jn c ∈ L×,

so we have

c3(σi, σj)(v − v′) = (ωv/ωv′)
b i+jn c.

In particular, our value of α comes out to be

α(3) : (v − v′) 7→ ωv/ωv′ .
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We quickly recall that ωσcv(u) := σcωu, where ωu was defined in (7.4).
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Appendix A. Verification of the Cocycle

In this section, we verify Theorem 130. As such, in this section, we will work under the modified set-up,
forgetting about the extension E but letting ({αi}, {βij}) be some {σi}mi=1-tuple.

Here the formula looks like

c(g, g′) :=

 ∏
1≤j<i≤m

( ∏
1≤k<j

σak+bk
k

)( ∏
j≤k<i

σakk

)
σ

(ai)
i σ

(bj)
j βij

 m∏
i=1

( ∏
1≤k<i

σak+bk
k

)
α

⌊
ai+bi
ni

⌋
i

 ,
where g =

∏
i σ

ai
i and g′ =

∏
i σ

bi
i with 0 ≤ ai, bi < ni and qi := b(ai + bi)/nic. To make this more digestible,

we define

gi :=
∏

1≤k<i

σakk

for any g =
∏
i σ

ai
i ∈ G. Also, for extra brevity, we will define

β
(aibj)
ij := σ

(ai)
i σ

(bj)
j βij ,

so we can write down our formula as

c(g, g′) :=

 ∏
1≤j<i≤m

gig
′
jβ

(aibj)
ij

[ m∏
i=1

gig
′
iα

⌊
ai+bi
ni

⌋
i

]
.

Now, given g, g′, g′′ ∈ G, we would like to check

gc(g′, g′′) · c(g, g′g′′) ?
= c(gg′, g′′) · c(g, g′),

where g =
∏
i σ

ai
i and g′ =

∏
i σ

bi
i and g′′ =

∏
i σ

ci
i with 0 ≤ ai, bi, ci < ni.

A.1. Carries. We will begin our verification by dealing with carries; we start with the following lemma,
intended to beef up our relation (4.2).

Lemma 206. Given indices i > j with ai, aj , qi, qj ≥ 0, we have

β
(aiaj)
ij = β

(ai+qini,aj)
ij

(
σ
aj
j (αi)

αi

)qi
and β

(aiaj)
ij = β

(ai,aj+qjnj)
ij

(
αj

σaii (αj)

)qj
.

Proof. This is a matter of force. For one, we compute

β
(ai+niqi,aj)
ij =

ai+niqi−1∏
p=0

aj−1∏
q=0

σpi σ
q
jβij

=

(
ai−1∏
p=0

aj−1∏
q=0

σpi σ
q
jβij

)(
aj−1∏
q=0

ai+niqi−1∏
p=ai

σpi σ
q
jβij

)

= β
(aiaj)
ij

(
aj−1∏
q=0

σqj NL/Li(βij)

)qi
.

Now, using the relation NL/Li(βij) = αi/σj(αi) from (4.2), this becomes

β
(ai+niqi,aj)
ij = β

(aiaj)
ij

(
aj−1∏
q=0

σqjαi

σj+1αi

)qi

= β
(aiaj)
ij

(
αi

σajαi

)qi
,

which rearranges into what we wanted.
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For the other, we again just compute

β
(ai,aj+njqj)
ij =

ai−1∏
p=0

aj+njqj−1∏
q=0

σpi σ
q
jβij

=

(
ai−1∏
p=0

aj−1∏
q=0

σpi σ
q
jβij

)ai−1∏
p=0

aj+njqj−1∏
q=qj

σpi σ
q
jβij


= β

(aiaj)
ij

(
ai−1∏
p=0

σpi NL/Lq (βij)

)qi
.

This time, we use the relation NL/Lj (βij) = σi(αj)/αj , which gives

β
(ai,aj+njqj)
ij = β

(aiaj)
ij

(
ai−1∏
p=0

σp+1
i (αj)

σpi (αj)

)qi

= β
(aiaj)
ij

(
σ
aj
i (αj)

αj

)qi
,

which again rearranges into the desired. �

We are now ready to begin the computation, dealing with carries to start. Use the division algorithm to
write

ai + bi = niui + xi and bi + ci = nivi + yi,

where ui, vi ∈ {0, 1} and 0 ≤ xi, yi < ni for each i. We start by collecting remainder terms on the side of
gc(g′, g′′) · c(g, g′g′′).

(1) Note

gc(g′, g′′) = g

 ∏
1≤j<i≤m

g′ig
′′
j β

(bicj)
ij

 · g [ m∏
i=1

g′ig
′′
i α

vi
i

]
,

so we set

R1 :=

m∏
i=1

gg′ig
′′
i α

vi
i

to be our remainder term.
(2) Note

c(g, g′g′′) =

 ∏
1≤j<i≤m

gig
′
jg
′′
j β

(aiyj)
ij

[ m∏
i=1

gig
′
ig
′′
i α

⌊
ai+yi
ni

⌋
i

]

=

 ∏
1≤j<i≤m

gig
′
jg
′′
j β

(ai,bj+cj)
ij · gig′jg′′j

(
αj

σaii αj

)vi[ m∏
i=1

gig
′
ig
′′
i α

⌊
ai+yi
ni

⌋
i

]

=

 ∏
1≤j<i≤m

gig
′
jg
′′
j β

(ai,bj+cj)
ij

 ∏
1≤j<i≤m

gig
′
jg
′′
j

(
αj

σaii αj

)vi[ m∏
i=1

gig
′
ig
′′
i α

⌊
ai+yi
ni

⌋
i

]
,

so we set

R2 :=

 ∏
1≤j<i≤m

gig
′
jg
′′
j

(
αj

σaii αj

)vi[ m∏
i=1

gig
′
ig
′′
i α

⌊
ai+yi
ni

⌋
i

]
to be our remainder term.
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(3) Lastly, we collect our remainders. Observe

R2 =

 m∏
j=1

g′jg
′′
j

(
m∏

i=j+1

gi ·
αj

σaii αj

)vi[ m∏
i=1

gig
′
ig
′′
i α

⌊
ai+yi
ni

⌋
i

]

=

 m∏
j=1

g′jg
′′
j

(
m∏

i=j+1

(σa11 · · ·σ
ai−1

i−1 )αj

(σa11 · · ·σ
ai−1

i−1 )σaii αj

)vi[ m∏
i=1

gig
′
ig
′′
i α

⌊
ai+yi
ni

⌋
i

]

=

 m∏
j=1

g′jg
′′
j

(
m∏

i=j+1

giαj
gi+1αj

)vi[ m∏
i=1

gig
′
ig
′′
i α

⌊
ai+yi
ni

⌋
i

]

=

 m∏
j=1

g′jg
′′
j ·

gj+1α
vj
j

gα
vj
j

[ m∏
i=1

gig
′
ig
′′
i α

⌊
ai+yi
ni

⌋
i

]
.

We now note that gj+1αj = gjαj because αj is fixed by σj . As such,

R1R2 =

[
m∏
i=1

gg′ig
′′
i α

vi
i

][
m∏
i=1

g′ig
′′
i ·

giα
vi
i

gαvii

][
m∏
i=1

gig
′
ig
′′
i α

⌊
ai+yi
ni

⌋
i

]

=

m∏
i=1

gig
′
ig
′′
i α

vi+
⌊
ai+yi
ni

⌋
i ,

which is nice enough for us now.

Now, we collect remainder terms from c(gg′, g′′) · c(g, g′).

(1) Note

c(gg′, g′′) =

 ∏
1≤j<i≤m

gig
′
ig
′′
j β

(xicj)
ij

[ m∏
i=1

gig
′
ig
′′
i α

⌊
xi+ci
ni

⌋
i

]

=

 ∏
1≤j<i≤m

gig
′
ig
′′
j β

(ai+bi,cj)
ij · gig′ig′′j

(
σ
cj
j αi

αi

)ui[ m∏
i=1

gig
′
ig
′′
i α

⌊
xi+ci
ni

⌋
i

]

=

 ∏
1≤j<i≤m

gig
′
ig
′′
j β

(ai+bi,cj)
ij

 ∏
1≤j<i≤m

gig
′
ig
′′
j

(
σ
cj
j αi

αi

)ui[ m∏
i=1

gig
′
ig
′′
i α

⌊
xi+ci
ni

⌋
i

]
,

so we set

R3 :=

 ∏
1≤j<i≤m

gig
′
ig
′′
j

(
σ
cj
j αi

αi

)ui[ m∏
i=1

gig
′
ig
′′
i α

⌊
xi+ci
ni

⌋
i

]
.

(2) Note

c(g, g′) =

 ∏
1≤j<i≤m

gig
′
jβ

(aibj)
ij

[ m∏
i=1

gig
′
iα
ui
i

]
,

so we set

R4 :=

[
m∏
i=1

gig
′
iα
ui
i

]
.
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(3) Lastly, we collect our remainder terms. Observe

R3 =

 m∏
i=1

gig
′
i

(
i−1∏
j=1

g′′j ·
σ
cj
j αi

αi

)ui[ m∏
i=1

gig
′
ig
′′
i α

⌊
xi+ci
ni

⌋
i

]

=

 m∏
i=1

gig
′
i

(
i−1∏
j=1

(σc11 · · ·σ
cj−1

j−1 )σ
cj
j αi

(σc11 · · ·σ
cj−1

j−1 )αi

)ui[ m∏
i=1

gig
′
ig
′′
i α

⌊
xi+ci
ni

⌋
i

]

=

 m∏
i=1

gig
′
i

(
i−1∏
j=1

g′′j+1αi

g′′j αi

)ui[ m∏
i=1

gig
′
ig
′′
i α

⌊
xi+ci
ni

⌋
i

]

=

[
m∏
i=1

gig
′
i ·
g′′i α

ui
i

αuii

][
m∏
i=1

gig
′
ig
′′
i α

⌊
xi+ci
ni

⌋
i

]
.

Thus,

R3R4 =

[
m∏
i=1

gig
′
i ·
g′′i α

ui
i

αuii

][
m∏
i=1

gig
′
ig
′′
i α

⌊
xi+ci
ni

⌋
i

][
m∏
i=1

gig
′
iα
ui
i

]

=

m∏
i=1

gig
′
ig
′′
i α

ui+
⌊
xi+ci
ni

⌋
i ,

which is again simple enough for our purposes.

We now note that, for each i,

ui +

⌊
xi + ci
ni

⌋
=

⌊
ai + bi + ci

ni

⌋
= vi +

⌊
ai + yi
ni

⌋
by how carried addition behaves. It follows that

R1R2 =

m∏
i=1

gig
′
ig
′′
i α

vi+
⌊
ai+yi
ni

⌋
i =

m∏
i=1

gig
′
ig
′′
i α

ui+
⌊
xi+ci
ni

⌋
i = R3R4.

Thus, it suffices to show that

gc(g′, g′′)

R1
· c(g, g

′′)

R2

?
=
c(gg′, g′′)

R3
· c(g, g

′)

R4
,

which is equivalent to

g

 ∏
1≤j<i≤m

g′ig
′′
j β

(bicj)
ij

 ·
 ∏

1≤j<i≤m

gig
′
jg
′′
j β

(ai,bj+cj)
ij

 ?
=

 ∏
1≤j<i≤m

gig
′
ig
′′
j β

(ai+bi,cj)
ij

 ·
 ∏

1≤j<i≤m

gig
′
jβ

(aibj)
ij


by the work above.

A.2. Finishing. We need to verify that

g

 ∏
1≤j<i≤m

g′ig
′′
j β

(bicj)
ij

 ·
 ∏

1≤j<i≤m

gig
′
jg
′′
j β

(ai,bj+cj)
ij

 ?
=

 ∏
1≤j<i≤m

gig
′
ig
′′
j β

(ai+bi,cj)
ij

 ·
 ∏

1≤j<i≤m

gig
′
jβ

(aibj)
ij


as discussed in the previous subsection.

Before beginning the check, we recall the relations on the βs from (4.3) can be written as

σ2(β31)

β31
=
σ1(β32)

β32
· σ3(β21)

β21
,

because we only have one triple (i, j, k) of indices with i > j > k. This is somewhat difficult to deal with
directly, so we quickly show a more general version.
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Lemma 207. Fix indices with i > j > k, and let ai, aj , ak ≥ 0. Then

σ
aj
j β

(aiak)
ik

β
(aiak)
ik

=
σakk β

(aiaj)
ij

β
(aiaj)
ij

·
σaii β

(ajak)
jk

β
(ajak)
jk

.

Proof. We simply compute

σaii β
(ajak)
jk

β
(ajak)
jk

·
σakk β

(aiaj)
ij

β
(aiaj)
ij

=

ai−1∏
r=0

σr+1
i β

(ajak)
jk

σri β
(ajak)
jk

·
ak−1∏
p=0

σp+1
k β

(aiaj)
ij

σpkβ
(aiaj)
ij

=

ak−1∏
p=0

aj−1∏
q=0

ai−1∏
r=0

(
σpkσ

q
jσ

r+1
i βjk

σpkσ
q
jσ

r
i βjk

·
σp+1
k σqjσ

r
i βij

σpkσ
q
jσ

r
i βij

)

=

ak−1∏
p=0

aj−1∏
q=0

ai−1∏
r=0

σpkσ
q
jσ

r
i

(
σiβjk
βjk

· σkβij
βij

)

=

ak−1∏
p=0

aj−1∏
q=0

ai−1∏
r=0

σpkσ
q
jσ

r
i

(
σjβik
βik

)
,

where in the last equality we have use the relation on the βs. Continuing,

σaii β
(ajak)
jk

β
(ajak)
jk

·
σakk β

(aiaj)
ij

β
(aiaj)
ij

=

aj−1∏
q=0

(
ak−1∏
p=0

ai−1∏
r=0

σq+1
j σpkσ

r
i βik

σqjσ
p
kσ

r
i βik

)

=

aj−1∏
q=0

σq+1
j β

(aiak)
ik

σqjβ
(aiak)
ik

=
σ
aj
j β

(aiak)
ik

β
(aiak)
ik

,

which is what we wanted. �

We now proceed with the check, by induction. More precisely, we claim that any m′ ≤ m gives

gm′+1

 ∏
j<i≤m′

g′ig
′′
j β

(bicj)
ij

 ∏
j<i≤m′

gig
′
jg
′′
j β

(ai,bj+cj)
ij

 ?
=

 ∏
j<i≤m′

gig
′
ig
′′
j β

(ai+bi,cj)
ij

 ∏
j<i≤m′

gig
′
jβ

(aibj)
ij


which we will show by induction on m′. For m′ = 1, there is nothing to say because there are no indices
i > j.

So now suppose we have equality for m′ < m, and we give equality for m′′ := m′ + 1. That is, we want
to show that

gm′+2

∏
j<i≤m′+1

g′ig
′′
j β

(bicj)
ij ·

∏
j<i≤m′+1

gig
′
jg
′′
j β

(ai,bj+cj)
ij

?
=

∏
j<i≤m′+1

gig
′
ig
′′
j β

(ai+bi,cj)
ij ·

∏
j<i≤m′+1

gig
′
jβ

(aibj)
ij

but by the inductive hypothesis it suffices for

gm′′+1

∏
j<i≤m′+1

g′ig
′′
j β

(bicj)
ij

gm′+1

∏
j<i≤m′

g′ig
′′
j β

(bicj)
ij

·

∏
j<i≤m′+1

gig
′
jg
′′
j β

(ai,bj+cj)
ij∏

j<i≤m′
gig
′
jg
′′
j β

(ai,bj+cj)
ij

?
=

∏
j<i≤m′+1

gig
′
ig
′′
j β

(ai+bi,cj)
ij∏

j<i≤m′
gig
′
ig
′′
j β

(ai+bi,cj)
ij

·

∏
j<i≤m′+1

gig
′
jβ

(aibj)
ij∏

j<i≤m′
gig
′
jβ

(aibj)
ij

which is collapses to

gm′′+1

∏
j<i≤m′+1

g′ig
′′
j β

(bicj)
ij

gm′+1

∏
j<i≤m′

g′ig
′′
j β

(bicj)
ij

·
∏
j≤m′

gm′′g
′
jg
′′
j β

(am′′ ,bj+cj)
m′′j

?
=
∏
j≤m′

gm′′g
′
m′′g

′′
j β

(am′′+bm′′ ,cj)
m′′j ·

∏
j≤m′

gm′′g
′
jβ

(am′′bj)
ij
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because the terms with i < m′′ = m′ + 1 got cancelled in the rightmost three products. Rearranging, this is
the same as

gm′′+1

∏
j<i≤m′+1

g′ig
′′
j β

(bicj)
ij

gm′+1

∏
j<i≤m′

g′ig
′′
j β

(bicj)
ij

?
=

∏
j<m′′

gm′′g
′
m′′g

′′
j β

(am′′+bm′′ ,cj)
m′′j ·

∏
j<m′′

gm′′g
′
jβ

(am′′bj)
m′′j∏

j<m′′

gm′′g
′
jg
′′
j β

(am′′ ,bj+cj)
m′′j

.

Peeling off the i = m′′ = m′ + 1 terms from the left-hand side numerator, we’re showing

gm′′+1

∏
j<i≤m′

g′ig
′′
j β

(bicj)
ij

gm′+1

∏
j<i≤m′

g′ig
′′
j β

(bicj)
ij

?
=

∏
j<m′′

gm′′g
′
m′′g

′′
j β

(am′′+bm′′ ,cj)
m′′j ·

∏
j<m′′

gm′′g
′
jβ

(am′′bj)
m′′j∏

j<m′′

gm′′+1g
′
m′′g

′′
j β

(bm′′cj)
m′′j ·

∏
j<m′′

gm′′g
′
jg
′′
j β

(am′′ ,bj+cj)
m′′j

.

We take a moment to simplify the left-hand side with Lemma 207 by writing

gm′+1

∏
j<i≤m′

g′ig
′′
j

(
σ
am′′
m′′ β

(bicj)
ij

β
(bicj)
ij

)
= gm′′

∏
j<i≤m′

g′ig
′′
j

(
σbii β

(am′′cj)
m′′j

β
(am′′cj)
m′′j

·
β

(am′′bi)
m′′i

σ
cj
j β

(am′′bi)
m′′i

)

= gm′′

m′∏
j=1

g′′j

m′∏
i=j+1

g′i

(
σbii β

(am′′cj)
m′′j

β
(am′′cj)
m′′j

)
·
m′∏
i=1

g′i

i−1∏
j=1

g′′j

(
β

(am′′bi)
m′′i

σ
cj
j β

(am′′bi)
m′′i

)
= gm′′

m′∏
j=1

g′m′+1g
′′
j β

(am′′cj)
m′′j

g′j+1g
′′
j β

(am′′cj)
m′′j

·
m′∏
i=1

g′iβ
(am′′bi)
m′′i

g′ig
′′
i β

(am′′bi)
m′′i


= gm′′

 ∏
j<m′′

g′m′′g
′′
j β

(am′′cj)
m′′j

g′j+1g
′′
j β

(am′′cj)
m′′j

·
∏
j<m′′

g′jβ
(am′′bj)
m′′j

g′jg
′′
j β

(am′′bj)
m′′j


after doing a lot of telescoping. Now, we can remove gm′′ everywhere to give

∏
j<m′′

g′m′′g
′′
j β

(am′′cj)
m′′j

g′j+1g
′′
j β

(am′′cj)
m′′j

·
∏
j<m′′

g′jβ
(am′′bj)
m′′j

g′jg
′′
j β

(am′′bj)
m′′j

?
=

∏
j<m′′

g′m′′g
′′
j β

(am′′+bm′′ ,cj)
m′′j ·

∏
j<m′′

g′jβ
(am′′bj)
m′′j∏

j<m′′

g′m′′+1g
′′
j β

(bm′′cj)
m′′j ·

∏
j<m′′

g′jg
′′
j β

(am′′ ,bj+cj)
m′′j

,

or

∏
j<m′′

g′m′′g
′′
j β

(am′′cj)
m′′j

g′j+1g
′′
j β

(am′′cj)
m′′j

?
=

∏
j<m′′

g′m′′g
′′
j β

(am′′+bm′′ ,cj)
m′′j ·

∏
j<m′′

g′jg
′′
j β

(am′′bj)
m′′j∏

j<m′′

g′m′′+1g
′′
j β

(bm′′cj)
m′′j ·

∏
j<m′′

g′jg
′′
j β

(am′′ ,bj+cj)
m′′j

.

Rearranging, we want∏
j<m′′

g′jg
′′
j β

(am′′ ,bj+cj)
m′′j

g′jg
′′
j β

(am′′bj)
m′′j · g′j+1g

′′
j β

(am′′cj)
m′′j

?
=
∏
j<m′′

g′m′′g
′′
j β

(am′′+bm′′ ,cj)
m′′j

g′m′′g
′′
j β

(am′′cj)
m′′j · g′m′′+1g

′′
j β

(bm′′cj)
m′′j

,

which is ∏
j<m′′

g′jg
′′
j

(
β

(am′′ ,bj+cj)
m′′j

β
(am′′bj)
m′′j · σbjj β

(am′′cj)
m′′j

)
?
=
∏
j<m′′

g′m′′g
′′
j

(
β

(am′′+bm′′ ,cj)
m′′j

β
(am′′cj)
m′′j · σam′′m′′ β

(bm′′cj)
m′′j

)
.

However, by definition of the β
(xy)
ij , we see that

β
(am′′ ,bj+cj)
m′′j

β
(am′′bj)
m′′j · σbjj β

(am′′cj)
m′′j

=
β

(am′′+bm′′ ,cj)
m′′j

β
(am′′cj)
m′′j · σam′′m′′ β

(bm′′cj)
m′′j

= 1,

so everything does indeed cancel out properly. This completes the check.
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Appendix B. Computation of kerF

In this section we give a proof of Lemma 162. As such, we will use all the context from the statement and
proceed directly with the proof; as mentioned earlier, we may add (b) back to our list of generators because
it is induced by (c). Pick up some z := ((xi)i, (yij)i>j) ∈ kerF , which is equivalent to saying

xiNi −
i−1∑
j=1

yijTj +

m∑
j=i+1

yjiTj = 0

for each index i. We want to write z as a Z[G]-linear combination of the elements from (a)–(e). The main
idea will be to slowly subtract out Z[G]-linear combinations of the above elements (which does not affect
z ∈ kerF) until we can prove that we have 0 left over. We start with the xi terms, which we do in two steps.

(1) We begin by dealing with the xi terms. Fix some index p, and we will subtract out a suitable
Z[G]-linear combination of the above generators to set xp = 0 while not changing the other xi terms.
Well, using the element

(a) κpTp,

we may assume that xp has no σp terms because σp ≡ 1 (mod Tp). Then for each q < p, we can
subtract out a suitable multiple of

(c) Tqκp +Npλpq

to make it so that we may assume xp has no σq terms because σq ≡ 1 (mod Tq). Similarly, for each
q > p, we can subtract out a suitable multiple of

(d) Tqκp −Npλpq
to make it so that we may assume xp has no σq terms because σq ≡ 1 (mod Tq).

(2) Thus, the above process allows us to assume that xp ∈ Z, and the above linear combinations have
not affected any xi for i 6= p. We now use the fact that z ∈ kerF . Indeed, we know that

xpNp −
p−1∑
j=1

ypjTj +

m∑
j=p+1

yjpTj = 0.

Applying the augmentation map ε : Z[G]→ Z, sending ε : σi 7→ 1 for each index i, we see that xp ∈ Z
implying that xp remains fixed. On the other hand ε : Tj 7→ 0 for each index j and ε : Np 7→ np, so
we are left with

npxp = 0.

Because np 6= 0 (it’s the order of σp), we conclude that xp = 0. Applying this argument to the other
xi terms, we conclude that we may assume xi = 0 for each i.

It remains to deal with the yij terms, which is a little more involved. For reference, we are showing that

−
i−1∑
j=1

yijTj +

m∑
j=i+1

yjiTj = 0

for each index i implies that z = ((0)i, (yij)i>j) is a Z[G]-linear combination of the terms from (b) and (e).
We will now more or less proceed with the yij by induction on m, allowing the group G (in its number of

generators m) to be changed in the process. For m = 1, there is nothing to say because there is no yij term
at all. For a taste of how we will use Lemma 155, we also work out m = 2: our equations read

−y21T1 = 0︸ ︷︷ ︸
i=1

and y21T2 = 0︸ ︷︷ ︸
i=2

.

Thus, y21 ∈ (kerT1) ∩ (kerT2) = (imN1) ∩ (imN2), which is imN1N2 by Lemma 155.
We now proceed with the general case; take m > 2. Let G′ := 〈σ2, . . . , σm〉, which has m− 1 generators.

By the inductive hypothesis, we may assume the statement for G′. Explicitly, we will assume that, if

(y′ij)i>j≥2 ∈ Z[G′](
m−1

2 ) are variables satisfying

−
i−1∑
j=2

y′ijTj +

m∑
j=i+1

y′jiTj = 0
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for each index i ≥ 2, then y′ij are a linear combination of terms from the elements from (b) and (e) above,
only using indices at least 2.

We will again proceed in steps, for clarity.

(1) To apply the inductive hypothesis, we need to force ypq ∈ Z[G′] for each pair of indices (p, q) with
p > q ≥ 2. Well, we use the relation (e) so that we can subtract multiples of

Tqλp1 − T1λpq − Tpλq1.

In particular, this element will subtract out T1 from ypq while only introducing chaos to the elements
yp1 and yq1 in the process. Thus, subtracting a suitable multiple allows us to assume that ypq has
no σ1 terms while not affecting any other yij with i > j ≥ 2.

Applying this process to all yij with i > j ≥ 2, we do indeed get yij ∈ Z[G′] for each i > j ≥ 2.
(2) We are now ready to apply the inductive hypothesis. For each index i ≥ 2, we have the equation

−yi1T1 −
i−1∑
j=2

yijTj +

m∑
j=i+1

yjiTj = 0.

Because each ypq term with p > q ≥ 2 features no σ1, applying the transformation σ1 7→ 1 will affect
no term in the sums while causing yi1T1 to vanish. Thus, we have the equations

−
i−1∑
j=2

yijTj +

m∑
j=i+1

yjiTj = 0

for each index i ≥ 2. Because yij ∈ Z[G′] for i > j ≥ 2 already, we see that we may apply the
inductive hypothesis to assert that the yij are Z[G′]-linear combinations of terms from (b) and (e)
(only using indices at least 2).

Subtracting these linear combinations out, we may assume yij = 0 for each i > j ≥ 2.
(3) To take stock, our equations for i ≥ 2 now read

−yi1T1 = 0,

which simply tells us that yi1 ∈ imN1 for each i ≥ 2. As such, we pick up wi ∈ Z[G] so that
yi1 = wiN1 for each i ≥ 2; because σ1N1 = N1, we may assume that wi ∈ Z[G′] for each i ≥ 2.

Now the equation for i = 1 reads

m∑
j=2

yj1Tj = 0,

or
m∑
i=2

wiN1Ti = 0.

Sending σ1 7→ 1, we see that wi and Ti are both fixed because they feature no σ1s, so we merely have

n1

m∑
i=2

wiTi = 0.

Dividing out by n1, we are left with

m∑
i=2

wiTi = 0.

(4) At this point, we may appear stuck, but we have one final trick: taking indices p > q ≥ 2, subtracting
out multiples of (

Tqλp1 − T1λpq − Tpλq1
)
·N1

will not affect the ypq term because T1N1. Indeed, subtracting this term out looks like

TqN1λp1 − TpN1λq1,

which after factoring out N1 takes wp 7→ wp − Tq and wq 7→ wq + Tp.
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In particular, fixing any q ≥ 2 and then applying this trick for all p > q, we may assume that wq
does not feature any σp terms for p > q. Thus, looking at our equation

m∑
i=2

wiTi = 0,

we are now able to show that wi ∈ kerTi = imNi for each i ≥ 2, which will finish because it shows
yi1 ∈ NiN1. Indeed, starting with i = 2, we see that w2 features no σp for p > 2, so we may take
σp 7→ 1 for each p > 2 safely, giving the equation

w2T2 = 0,

finishing for w2. Thus, we are left with the equation
m∑
i=3

wiTi = 0,

from which we see we can induct downwards (this has fewer variables) to finish.

The above steps complete the proof, as advertised.
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