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1 Abstract

A common scenario when making value predictions using machine
learning models is that there are some fixed traits that the particular
datasets would follow. For example, in physics it is common knowl-
edge that density can not be negative, and in math a parabola is
symmetric with respect to some x value. In this paper, we introduce
a way to incorporate known knowledge regarding the dataset into
neural network models to make better predictions, and showcase
the differences in results that it can cause. We focus on a parabolic
model and the inclusion of domain knowledge is achieved through
changing the loss function. In reality we expect there to be multiple
other approaches to including domain knowledge that would yield
potential improvements to the neural network model

2 Introduction

Neural network models has become one of the most common and
powerful tools used in pattern detection and value prediction. How-
ever, as neural network models have become one of the most com-
mon data prediction methods, one of its biggest limitations is also
magnified. Neural networks rely heavily on the known training data
that is given in their process of value prediction. The problem that
arises with this dependence is that if the known training data fails to
show a significant feature within the model generating the dataset,
the neural network will also fail to learn that feature. For exam-
ple, if the model behaves like a periodic function, then the neural
network not understand its periodic behavior if the training dataset
does not have enough data points indicating this behavior. In situ-
ations like this, if we are able to incorporate the known knowledge
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that the model behaves periodically into the neural network, then
the network could be able to make much more accurate predictions
without the training dataset having to show its periodic trait. In
the paper [2] the authors introduced a set of techniques that can be
used individually or in combination with each other to incorporated
domain knowledge in neural networks. In our research, we seek to
determine a viable way to incorporate such domain knowledge into
a neural network that seeks to prediction data points generated by
a parabola

3 Data generating model and datasets

To test the results and changes induced by the inclusion of domain
knowledge in neural network models, we must first find a data gen-
erating model that contains a distinct trait that we can include in
our neural network. For simplicity, we have chosen our data gener-
ating model to be the simple parabola y = x2.

This data generating model not only has a very distinct symmetric
trait, but also is easy to generate data points with and situations
where the symmetric trait is not obvious within a set of training
data can also be easily simulated.

To efficiently test the behaviors of our neural network model, we
have decided to generated four different datasets that each repre-
sent an interval of significant interest. Our training dataset consists
of 100 data points generated from the interval between x = −4 to
x = 2, this interval is chosen as it contains a partial indication of the
curvature behavior of the parabolic generating model. Our first test-
ing dataset contains 20 data points inside the same interval as the
training range. This set of data should be predicted with the lowest
amount of accuracy, even without the inclusion of domain knowl-
edge. Our second testing dataset contains 20 data points inside the
interval between x = 2 to x = 4, which is the interval where the
data points are symmetric with respect to the training data points
between x = −4 to x = −2. We expect to see significant improve-
ment in prediction accuracy with the inclusion of domain knowledge
on the prediction for this dataset. Our last testing dataset contains
20 data points inside the interval between x = 4 to x = 8, since this
interval is outside the symmetric range as our training dataset only
starts from x = −4, we are uncertain on the behaviors of the neu-
ral network predictions with and without the inclusion of domain
knowledge.
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4 Neural Network without Domain Knowledge

We first created a neural network model with Mean Squared Error
as the loss function to determine the base behavior of neural net-
work model predictions on a dataset generated by the most common
parabola: y = x2.

Mean squared error loss is simply taking the square of the distance
between the predicted data point and the actual data point, and
using that as the loss for that particular prediction. We ran five
trials with a standard neural network built by us and recorded the
mean and standard deviation of the error resulting from prediction
using MSE as our loss function.

Figure 1: A table indicating the recorded errors from the five trials with MSE
as the loss function

As shown in figure 1, the neural network model without the in-
clusion of domain knowledge seems to behave well for the testing
dataset within training range, having a mean error of 0.24716 and
a standard deviation of approximately 0.468.

However, when we use the same neural network model to predict
the testing dataset within symmetry range and outside symmetry
range, there is a significant increase in the errors for both the testing
datasets, which will be much more apparent later when we compare
the results with the predictions generated by a neural network with
a customized loss function to include domain knowledge.
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Figure 2: Behaviors of trials 1 to 5 predicted with a neural network model and
MSE loss function

As indicated by the graphs of trials 1 to 5, we can clearly see that
the predictions from the neural network with a MSE loss function
behaves well for the testing dataset within the training interval, but
starts to fall off in accuracy when the testing interval enters the
symmetry range.
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5 Neural Network with Domain Knowledge

5.1 Determining the loss function

Tirtharaj Dash, Sharad Chitlangia, AdityaAhuja and Ashwin Srini-
vasan introduced in [2] a set of techniques that can be used to include
domain knowledge in deep neural networks. From their paper we
have decided that for our neural network it would be best to cus-
tomize a loss function tailor to include the domain knowledge that
the data points should be symmetric with respect to the x-axis.
Gaining insights from a similar idea employed by Arka Daw, Anuj
Karpatne, William Watkins, Jordan Read, and Vipin Kumar in [1]
for lake temperature modeling, we apply that idea of adding a pe-
nalization based on each datapoint’s deviation from the prediction
of their reflection across the x-axis:

Loss(x, y) = (ytrue − ypred)
2 + (pred(−x)− ypred)

2

With this loss function, we have the standard MSE loss plus an
extra component. The second part of this loss function essentially
takes the squared value of the difference between the predicted value
of −x and the predicted value of x. This means that if the difference
is small (i.e between 0 and 1), then the square lowers the value and
we penalize less as there is not much of a deviation. However if there
is a huge deviation and the difference is large, we penalize it more
as the square increases the value of a large amount

5.2 Prediction Behavior

To test the prediction behavior of the neural network with our cus-
tomized loss function that aims to include domain knowledge by the
symmetric trait by penalizing deviations from symmetry, we simu-
lated 10 trials with the same training and testing datasets mentioned
in section 3.
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Figure 3: Behaviors of trials 1 to 10 predicted with a neural network model and
custom loss function for domain knowledge inclusion

As shown in figure 3, we see that the results for prediction of
the data points within the training range does not see much change
as it has already been very accurate with the MSE loss neural net-
work. However, we can clearly see that the prediction for the data
points within the symmetry range (x = 2 to x = 4 has seen a drastic
improvement in terms of accuracy. Referring back to figure 1, the
mean and standard deviation of the error for dataset within symme-
try range predictions were approximately 26.25 and 35.16, where as
the neural network predictions with domain inclusion for the same
dataset had a mean of approximately 0.299 and a standard devia-
tion of approximately 0.119

Another huge improvement we can see is for the predictions of
the dataset outside symmetry range. Referring back to figure 1,
the mean and standard deviation of the error for dataset outside
symmetry range predictions were approximately 740.71 and 380.59,
where as the neural network predictions with domain inclusion for
the same dataset had a mean of approximately 223.51 and a stan-
dard deviation of approximately 34.62
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Figure 4: Behaviors of trials 1 to 5 predicted with a neural network model and
customized loss function for domain knowledge inclusion
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Figure 5: Behaviors of trials 5 to 10 predicted with a neural network model and
customized loss function for domain knowledge inclusion

Comparing the trials with the customized loss function in figure
4 and figure 5 with the trials with MSE loss function in figure 2,
we can see a clear improvement in the fit between the prediction
values and the true values starting from x = 2. This indicates
that the customized loss function that we have created for domain
knowledge inclusion has improved the overall accuracy of our model
prediction, especially for data points in the intervals that follow the
traits in which we tried to include in our neural network.
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6 Future Research

In reality, datasets often do not come as being perfectly aligned
with the model. The most common issue with datasets is that noise
exists. Our next goal is to determine a way to deal with noise that
comes with the datasets that we have domain knowledge on. If
we are able to prove that domain knowledge inclusion can improve
models that try to value predict with a noisy training dataset, then
it can be extended to use for many scientific fields with patterned
data that are not always behaving exactly like the model suggests
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