Differential Topology QR Exam — Tuesday, January 4, 2022

All manifolds are assumed to be smooth. QF(M) denotes the space of smooth k-
forms and X(M) the space of smooth vector fields on the manifold M.
All items will be graded independently of each other.

Problem 1. Define F': S* — R* by F(z,y,2) = (2* — y?, 2y, x2,y2). Show that F
induces a smooth embedding G : RP? — R*. Note: After you explain how a map
(G is obtained, to save time, you do not have to prove in detail that it is injective.

Problem 2. Let 7 : M — B be a surjective submersion.

1. Let us call a vector field V' € X(M) vertical if and only if dm,(V,) = 0 for all
p € M. Show that if a given X € X(M) is m-related to some field Y € X(B),
then for all vertical fields V' the commutator [X, V] is vertical.

2. Show that if X € X(M) has the following property:
Vb € B, Vp,q € 7 (b) dmy(X,) = dmg(X,) (©)

then X is m-related to a unique smooth field Y € X(B).

Problem 3. Let P = {p = (8 alil> a>0,be R}.

1. Show that P is a Lie subgroup of GL(2,R), and identify its Lie algebra TP
(where I is the identity matrix).

2. Let F': SO(2) x P — SL(2,R) be given by F(k,p) = kp (matrix multiplica-
tion). Obtain a description of dF ) that allows you to show that F' is a local
diffeomorphism. (F' is in fact bijective and therefore a diffeomorphism, but
you do not have to prove that.)

Problem 4. Let X € X(M) be a complete vector field, and V¢t € R let 6, : M — M
be the time ¢ map of its flow. Let w € QF(M).
1. Recall the definition of £Lxw, and show that
Vte R fw=w (<)
is equivalent to Lxw = 0.

2. Take now M = R", w = dx'A---Adz" the standard volume form, and X = V f
for some f € C*°(R"™) (the usual gradient field of f). Derive a condition on f
equivalent to ().

—over please—



Problem 5. Let ' : M — N be a smooth map between compact, connected,
oriented manifolds without boundary, of the same dimension n.

1. Let ¢ € N be a regular value of F'. Show that 3V C N neighborhood of ¢ and
Vp € F~'(q) 3 U, C M neighborhood of p such that (i) F~'(V) = [[,cp-1(p Up
(disjoint union) and (ii) Vp € F~'(g) the restriction F|y, is a diffeomorphism
from U, onto V.

2. Define Vp € F(q)

(=1 = {—1—1 if dF), is orientation preserving,

—1 it dF, is orientation reversing,

and let 6(F) =3 cp1((—1)" € Z.

Construct v € Q"(N) supported in the neighborhood V' of part (1) and such
that fN v =1, and prove that

/M Frv = 6(F).

3. Given that H"(M) = R = H™(N), deduce from (2) that the integer §(F) is
independent of the choice of ¢.

SOLUTIONS

Problem 1. Let 7 : S* — RP? be the quotient map of the equivalence relation that
identifies antipodal points of S?. Since Vp € S? F(—p) = F(p), there is a unique
map G : RP2 — R* such that F' = G o 7. By the universal property of quotient
maps G is continuous. Moreover, the differentiable structure of RP? is such that 7 is
a local diffeomorphism. Therefore G is smooth because F' is, as I’ is the restriction
to S? of the smooth map F : R® — R* given by the same expression as F.

The main point is that, since RP? is compact, to prove that G is an embedding
it suffices to prove that G is an injective immersion.

—Injective: The first two components of F' determine 22 — y? + 2v/—1zy = (v +
vV—1y)?, and therefore determine +(z,y). Given this information, the last two
components of F' determine =+(z,y, 2), which correspond to a single point in RIP?.

— Immersion: Using again that 7 is a local diffeomorphism, it suffices to show
that Vp € S? dF, : T,S* — R* is injective. If p = (z,y, ), the Jacobian matrix of

2¢ =2y 0

F at pis J = ‘Z g . Since T,5? is the orthogonal complement of the line
0 z Yy
Rp, the kernel of dF}, is the kernel of the augmented matrix
2. =2y O
. y x 0
J=1 2 0 =z
0 z oy
x Yy oz



The 3 x 3 principal minor of J is z(2x? + 2y?), which is non-zero if x # 0, and
therefore J (and therefore dF),) has zero kernel if z # 0. One can check by inspection
that if x = 0 and y # 0, the rank of J is still three. Finally, if x = 0 = y, then
z = +1 and one can check that the kernel of J is zero. Thus in every case dF, is
injective.

Problem 2. (1) Let Y € X(B) that is m-related to X, and let V' be a vertical field.
The definition of vecrtical field is equivalent to saying that V' is w-related to the zero
field on B. Therefore [X, V] is related to [Y,0] = 0, i.e. [X, V] is vertical.

There is a more direct argument using normal form coordinates, in which w(2!,... 2") =
(xt,...,2%). Thenif Y = Z§:1 a’0,; X is necessarily of the form X = Z§:1 al 0,5 +
Yo V'O, and V= 37" 0'9,:. The commutator [X, V] is vertical because the
functions @/ do not depend on (z**%,... 2™).

(2) Since 7 is surjective, one can define a (possibly rough) field Y on B by:
Vb € B, Y, = dm,(X,) for some (any) p € m*(b). To prove that Y is smooth near
b € B, introduce normal form coordinates in a neighborhood U of some p € 7~(b)
and in a neighborhood of b, that is, coordinates in which 7 takes the form

n = dim(M) and ¢ = dim(B). Let X = "  a'(x)d,:. Then, at each point in
U, dr(X) = 30_, a*(2)d,:, and condition () means that the coefficient functions
a' for 1 < i < ( are independent of (x*"! ... z"). Thus in these coordinates
Y = Zle al(x!, ... 2°)0,:, which shows that Y is smooth because the a’ are smooth.

Problem 3. (1) Identify GL(2,R) with an open set of R* by
GL(2,R) > (i g}) = (2,y, 2, w) € RY

Then P = F~1(0) where F(z,y, z,w) = (z,zw — 1). The Jacobian of F is

, (0 010
F(w,y,z,w)(w O O CL‘)

which has rank two if xw = 1. By the regular value theorem P is a submanifold,
and T; P is the kernel of the matrix F’(1,0,0, 1), which corresponds to the matrices

-fe-(s )

In particular P has dimension two.

(2) Fix (k,p) € SO(2,R) x P and let v : (—¢,¢) — SO(2,R) x P be a smooth
curve such that v(0) = (k,p). If we write v = (1, 72) for the components of v, then
we want to find an expression for

u,UER}.

dF gy (11(0),42(0)) = %71 (t)y2(t)]e=0 = %1 (0)p + kA2(0).



Using part (1), the fact that the Lie algebra of SO(2) consists of the 2 x 2 skew-
symmetric matrices, and using left and right translations, we can write

(5 2) it -(; s

for some unique u,v,w € R. In conclusion

0Fp(30(0).Aa(0)) = K ( v vt w) .

—w —Uu

Conversely, given u, v, w € R arbitrary there exists a curve 7 such that this holds.
From this expression we see that dF{; ) has zero kernel, and since the dimension of
SL(2,R) is three dF(; ) is an isomorphism, and by the implicit function theorem F
is a local diffeomorphism.

Problem 4. (1) Lxw = %60;w|—o. From this it follows that () implies that
ﬁxw =0.
On the other hand, Vt € R

EQtw = £05+tw|szo = %65 (Ofw) |s=0 = Lxbfw = 0] Lxw
where we have used the group law plus the fact that (6;).X = X. Soif Lxw =0
then 0;w is constant with respect to ¢, and since it equals w at ¢ = 0 we are done.
(2) Using Cartan’s M-formula and since dw = 0, we obtain for any field X that

Lxw = dixw. One computes that

Ny, - —~
vopdat Ao A da" = / (=) dat A Adat A Ada™

o
The condition on f is that the exterior derivative of this (n — 1) form is zero. But

" 0f o _
1 n\ _ i+1 1 i n
d (v pdz /\---/\dx)—E amjaxi(_l) de? Ndx' A - ANdxt A - Nda

3,7=1

=Afdz' Ao ANda™ Af = 5” —2‘
’ : x)2’
So the condition is Af = 0.

Problem 5. (1) Since ¢ is a regular value, F~!(g) is a submanifold of dimension
zero. Since M is compact, F~!(q) is a finite set of points, {pi,...,px}. By the
implicit function theorem, for each ¢ = 1,..., K there exist neighborhoods W; of
pi and V; of ¢ such that Fly, : W; — V; is a diffeomorphism. Shrinking these
neighborhoods if necessary, WOLOG the W; are pair-wise disjoint. Now let V =
ﬂf;vi, and let U; the inverse image of V under F|y, : W; — V.

(2) Let (y',...y") be a positive coordinate system of N defined in a neighbor-
hood V; of ¢ contained in V', and let x € C§°(Vy) be a bump function. Note that



fVo xdy' A - Ady™ > 0, so there exists ¢ € R such that fVo exdyt Ao Ndy™ = 1.
Now let v € Q" be identically zero outside of Vj and equal to cxdy! A --- A dy™ on
Vo.

Since for each i = 1,..., K F restricts to a diffeomorphism U; — V, taking into
account orientations one has

/Ui Fry = (—1) /V v = (1),

Summing over ¢ we get fM F*v = §(F), where we have used that F*v is supported
in Fﬁl(V) = HU,

(3) If ¢ is another regular value of F', let V', U/ and v’ be as above but associated
with ¢’. Since the top-degree cohomology of N is one-dimensional, 3¢ € R and
w € Q" 1(N) such that v/ = cv + dw. (The class [v] cannot be zero since [v = 1.)
Integrating both sides and using Stokes’ theorem, we see that ¢ = 1 and

/F* ’:/ F*l/+d(F*oJ):/ F*v.
M M M



